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Topological Design of
Interconnected LAN/MAN Networks

Cem Ersoy, Member, IEEE, and Shivendra S. Panwar, Member, IEEE

Abstract— This paper describes a methodology for designing
interconnected LAN/MAN networks with the objective of mini-
mizing the average network delay. We first consider IEEE 802
standard LAN’s interconnected by transparent bridges. These
bridges are required to form a spanning tree topology. We
propose a simulated annealing-based algorithm for designing
minimum delay spanning tree topologies. In order to measure
the quality of the solutions, we find a lower bound for the
average network delay. We extend the algorithm to design the
overall LAN/MAN topology consisting of a MAN or high-speed
data service interconnecting several clusters of bridged LAN’s.
Comparison with the lower bound and several other goodness
measures show that the solutions are not very far from the global
minimum.

I. INTRODUCTION

OCAL area networks (LAN’s) have become an indis-

pensable part of the modern working environment. Wide-
spread applications using LAN’s and a continuously growing
number of users have created a necessity for the interconnec-
tion of LAN’s. Bridges, routers, and gateways are different
interconnection devices used to overcome the geographical
and capacity limitations of LAN’s. Among these, bridges
are the simplest since they operate at the two lowest layers
of the Open Systems Interconnection (OSI) model, namely
the link and physical layers. Different types of bridges are
used for interconnecting various types of LAN’s. We consider
transparent bridges which are widely used for interconnecting
CSMA/CD LAN’s and other IEEE 802 standard LAN’s [1].
The major advantage of transparent bridges is that they do not
require the participation of end users in order to interconnect
LAN’s. These bridges are self-learning and self-configuring.
They learn and store the location of end users by observing
source addresses of data packets. They route packets by
comparing the destination addresses to the table of learned
addresses. In order to operate properly, they require the logical
topology of bridges and LAN’s to be a spanning tree [2].
Given an arbitrary physical topology, these bridges configure
themselves to be part of a deterministic active spanning tree
topology. One of the main disadvantages of this is that
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spanning tree bridges cannot be used to allow all source
destination pairs to use the best path that exists between them
in the physical topology. However, some degree of flexibility
is available since network management can be used to force the
shape of this deterministic logical topology to be any spanning
tree. The performance of bridged LAN’s has been studied
in [3}-[5]. The problem of determining which gateways to
use to interconnect existing data networks has been discussed
in [6]. A simulated annealing technique has been used for
designing minimum-cost interconnected CSMA/CD LAN’s in
[7]. The design of optimally locating bridges and repeaters for
minimizing the average delay and fast algorithms for special
cases have been studied in [8].

There is a growing interest in the interconnection of ge-
ographically separated LAN’s or bridged LAN clusters by a
backbone metropolitan area network (MAN). Fig. 1 shows
an example interconnected LAN/MAN network with several
clusters. Each cluster consists of several LAN’s interconnected
by transparent bridges. The major reason for forming these
clusters is the geographical separation of LAN’s. There may
also be network management or security reasons for keeping
several LAN’s in a cluster. The overall topology has to be a
spanning tree since this is required by the bridges. Depending
on the physical distances involved and the capacity required,
different backbone network architectures can be used for
interconnecting clusters of bridged LAN’s. Fiber Distributed
Data Interface (FDDI), which is a 100 Mb/s network based
on a token ring protocol, has already been used for the
interconnection of LAN clusters [9]. There are other promising
candidates such as backbone MAN’s interconnecting LAN
clusters. One of them is the IEEE 802.6 MAN standard: Dual
Queue Dual Bus (DQDB), which has typical data rates ranging
from 50 to 150 Mb/s [10].

There are also proposals of broadband services such as
Switched Multimegabit Data Service (SMDS) for intercon-
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necting LAN clusters using MAN technology [11]. SMDS is a
very high-speed connectionless packet-switched service which
is to be offered by the local exchange carriers in the early
1990’s. This service is suitable for bridging between IEEE
802 LAN’s since it can handle variable size packets of up to
8192 octets. SMDS will provide services with DS1 (1.5 Mb/s)
and DS3 (45 Mby/s) rates. The DS3 rate will have access class
rates of 4, 10, 16, and 34 Mb/s. The SMDS Interface Protocol
is aligned with the IEEE 802.6 MAN standard in order to be
suitable for LAN interconnection, since this is expected to be
an important application of SMDS.

The problems related to using B-ISDN (Broadband Inte-
grated Services Digital Network) for the interconnection of
LAN’s have been addressed by Mongiovi et al. in [12]. Since
the proposed B-ISDN standard, Asynchronous Transfer Mode
(ATM) [13], is connection oriented and divides the information
into fixed-size cells, it is not directly compatible with the IEEE
802 LAN protocols. ISDN Frame Relay Service has also been
suggested for LAN interconnection [14].

In this paper, we address the problem of overall LAN/MAN
topology design so that the average network delay is min-
imized and the maximum end-to-end delay of the overall
topology is below a threshold. Topological design of the
overall LAN/MAN topology as a whole is very complex and
difficult since the total number of LAN’s is large and many
constraints are involved. In order to reduce the complexity, we
define and formulate the problem so that it can be decomposed
into smaller problems for each cluster. We show that subprob-
lems for each cluster can be solved independently. After the
decomposition, each subproblem involves only the LAN’s in
that cluster and the backbone MAN. Section II covers the
design of individual cluster topologies. In Section II-A, the
minimum-delay spanning tree problem for the interconnection
of LAN’s in a cluster is defined and formulated as a com-
binatorial optimization problem. There is no efficient exact
algorithm for solving this problem. We propose a heuristic
algorithm based on simulated annealing for finding solutions
to the minimum-delay spanning tree problem in Section II-
D. The spanning tree design can then be implemented either
by connecting the bridges to the LAN’s appropriately or
by adjusting network management parameters if the existing
physical topology can be pruned to the desired tree. In order
to check the quality of solutions found by the simulated
annealing algorithm, a lower bound for the problem is found
in Section II-C. The algorithm is extended for the design
of overall LAN/MAN topologies in Section III. Results of
the computational experiments given in Section IV show that
by decomposing the problem and using simulated annealing,
low-delay LAN/MAN topologies for fairly large networks
can be found in reasonable running times. The delays of
these topologies are lower than those found by other feasible
algorithms. Section V concludes the paper.

II. DESIGN OF MINIMUM DELAY INTERCONNECTED LAN’S

In this section, we will describe the topological design
problem for bridged LAN’s which belong to the same cluster.
The LAN’s are located geographically close to each other and
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Fig. 2. An example of a bridged LAN network.
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interconnected by local transparent bridges. In order to avoid
looping of packets, these bridges require the active topology to
be a spanning tree [2]. We will describe how individual cluster
topologies can be combined to form an overall LAN/MAN
topology in Section III.

A. Definition and Formulation of the Problem

An example physical topology for a group of bridged LAN’s
is shown in Fig. 2. One of the possible active spanning
trees is shown with bold lines. During normal operation,
only the bridges on the active tree forward packets. Other
bridges remain idle unless activated to form a new tree in
case of failures. Since the logical spanning tree topology is
independent of the underlying physical topology, real costs
do not play an important role in the logical topology design
problem. Hence, performance measures can be used as the
objective function for finding the optimum logical topology.
We address the problem of designing minimum-delay spanning
tree topologies for the interconnection of LAN’s. In this
problem, N LAN’s, local traffic on each LAN (¢;;), and the
traffic requirements between all source and destination LAN
pairs (tsq) are given. Our goal is finding the spanning tree
topology with the minimum average network delay for the
given set of requirements. In other words, we have to decide
where to place (N —1) active bridges among all possible LAN
pairs such that they form a spanning tree with the minimum
delay. In a given network, if the underlying physical topology
can be pruned to the minimum-delay spanning tree, bridges
can be set up to choose this tree as the active logical topology
by adjusting the parameters of the self-configuration algorithm
[15].

As in Fig. 2, LAN’s are represented as nodes and bridges
as edges of a graph. Since many existing bridges have two
ports and we are interested in the shape of the minimum-delay
topology, this representation is sufficient for our purposes.
With slight modification, multiport bridges can be represented
as several edges and a central node. In that case, edges of
the graph will correspond to bridge ports rather than whole
bridges. In this way, both two-port and multiport bridges
can be used for implementing minimum-delay spanning tree
topologies.
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The problem of finding the minimum-delay spanning tree
topology is formulated as described:

Problem P:

minimize 1 N E

feates’ T Zfl S
N N
ZZ'IijfijE[Tij]) 0]
i=1 j=1

subject to
fi < VLAN ¢ )

fij < Tijliz VBridgeij A3)

where

1, if there is a bridge
between LAN ¢ and LAN j

0, otherwise.

S =set of all possible spanning trees.

decision variables z;; = {

The objective function is the average network delay (') which
is a combination of the queueing delays due to LAN’s (E[T3])
and bridges (E[T;;]) as described in [16]. E[T;] is a function of
the total flow on LAN i ( f;) and E[T;;] is a function of the total
flow on the bridge between LAN 7 and LAN j (f;;). is the
total input flow to the network. We do not consider propagation
delays since LAN’s are geographically close to each other. A
more detailed description of the delay model will be given in
Section II-B. p; and p;; are the LAN and bridge capacities,
respectively. Inequalities (2) and (3) are the corresponding
LAN and bridge capacity constraints. They are also implied in
the objective function, since the delay (7') becomes infinity if
the flow values exceed the capacities. In order to keep the
problem simple, we do not consider additional constraints.
If needed, other constraints such as communication costs or
maximum utilization for LAN’s and bridges can easily be
incorporated into the formulation.

Problem P is a difficult combinatorial optimization problem.
In fact, a simplified version of this problem, namely the
capacitated spanning tree problem, which handles queueing
delay implicitly, is NP-complete [17]. There is no efficient
exact algorithm for solving Problem P. The number of possible
spanning trees for N LAN’s is equal to NV—2 [18]. This
makes it impractical to determine the minimum-delay topology
by exhaustive search except for very small size problems.
Our experiments showed that the solution space has many
local minima and greedy local search heuristics get stuck in a
local minimum. In order to avoid this problem, we based our
search heuristic on simulated annealing since this technique
works well with problems with many local minima [19]. For
small problems, we found the global minimum with complete
enumeration. In order to check the quality of the solutions
for larger problems, we derived a lower bound for Problem P
which is described in Section II-C.

B. Delay Model

We find the average network delay for each topology gen-
erated at every iteration of the simulated annealing algorithm.
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Because of the large number of topologies generated, we need
an efficient way of approximating the average network delay;
preferably, a closed-form delay model. We consider delays
due to LAN’s and bridges. The topology is modeled as a
network of queues. Different measurement and performance
studies have shown that LAN traffic is bursty and consists of
batches or trains of packets because of the existing protocols
[20], [21]. In order to account for the burstiness of traffic
and to have a computationally inexpensive measure, we use
MX /M/1 queues with batch Poisson arrivals. Although it is
simple, M /M /1 queueing model may achieve an acceptable
fit for the busiest periods of the network [21] and give us the
relative performance of different topologies. Other closed-form
delay models may also be used in the algorithm. However,
more complex delay models will increase the running times.
We are given the mean rate for traffic requirements between
each LAN pair (¢,q4) in terms of batches per second. For a
given spanning tree topology, we can find the mean batch
flow values of LAN’s and bridges A; and A,;, respectively. We
know the capacities of LAN’s, C; (bits/second). We assume
exponential distribution for packet lengths with mean [ and
a geometrical distribution for the number of packets in a
batch with mean X. The mean service rate for LAN’s is
equal to the LAN capacity divided by the mean packet length
(1i = C;/l packets/second). The mean service rate for each
direction of the bridges is equal to u;; (packets/second). The
expected number of packets (E[L]) in each queue is found
using the results in [22, pp. 156-160]. Using Little’s formula

(E[T] = E[L]/AX), the expected value of the delay (E[T])
for each MX /M/1 queue is given as
p AX
ET = —— wherep = —. (4)
7] A(l - p) S

After finding the delays caused by LAN’s and bridges using
(4), the average network delay (7') is found by plugging
these delay values, total flow values in terms of packets per
second (f = AX), and the total input flow of the network
(v = X3 B¥ , t.q) into the objective function of (1).

C. A Lower Bound on the Average Network Delay

The average network delay is a combination of delays due
to LAN’s and bridges T, and Tg, respectively:

1 N
==Y \XE[T]
71':1

TL

+ ZZ:@,A”XE[TI,] ®)

11]1

Ts
As shown in (5), the sum of the lower bounds on the delay
due to bridges and LAN’s will give us the lower bound on
T. In order to find a bound on the delay due to bridges (Ts),
we first find a lower bound on the total flow on all bridges
(AL). Then, we find the optimum distribution of this total flow
among all bridges such that T is minimized. Similarly, we
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find a lower bound on the total flow on all LAN’s (AT). The
optimum distribution of this flow among all LAN’s such that
Ty, is minimized will give us the lower bound on Tp. The
lower bound on T obtained by summing the lower bounds on
T1 and Tp enables us to check the quality of the solutions
found by simulated annealing and other techniques.

1) A Lower Bound on the Total Flow on Bridges: The total
flow on all bridges (A%) is equal to the sum of all bridge flows.
The spanning tree topology with the minimum A% gives us a
lower bound.

Definition 1: Optimum requirement spanning tree problem
[23]: In this problem, the cost of communication for a span-
ning tree is equal to the summation of all the products of a
traffic requirement (t,4) times the number of hops on the path
corresponding to that requirement (hgq) (i.e., s g tsq - hsqa)-
The spanning tree which minimizes this cost of communication
is called the optimum requirement spanning tree and can be
found with an O(N*) algorithm [23].

Theorem 1: The optimum requirement spanning tree de-
fined by Hu in [23] has the minimum A% among all spanning
trees.

Proof: The flow on the bridge between LAN ¢ and LAN
J (Bridge;;) is equal to the sum of all requirements (£,q)
which have to pass through Bridge;; in order to reach their
destination

Xij =Yty 6)
s d

where y, is equal to one if Bridge;; is on Pathsg, zero
otherwise. Therefore,

Py SN ©)

VBridge;;

SN S Tt vl ®

VBridge;; s d

>Nt > v ©
s d

VBridge;;

and since for a given (s, d) pair the number of nonzero yiﬂ’s
is equal to the number of bridges on Pathsg, the number of
times tsq appears in the summation is equal to the number
of hops in Pathsq. Thus, the total flow on bridges can be
written as

(10)

)‘T :Zztsd'hsd
s d

which is also equal to the cost of communication for the op-
timum requirement spanning tree problem in [23]. Therefore,
the cost of the solution to this problem gives the lower bound
)‘g,min' g

2) A Lower Bound on the Total Flow on LAN’s: Similarly,
the total flow on all LAN’s (AT) is the summation of flow
on all LAN’s. The flow on LAN %(J;) can be found as

/\iztii+zztsd'w;d
s d

an
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where wi 4 is equal to 1 if LAN 7 is on Pathgq, zero otherwise.

Therefore,
A = Z/\,» (12)
=) (t + D)t -wid) (13)
1 s d
=3 tea- (14 hsa) (14)
s d
(15)

:)‘g—'_zztﬂi‘
s d

Since requirement ¢4, passes through all the LAN’s on Pathsgq
including LAN s and LAN d, the number of times it will
appear in the summation is equal to one more than the number
of hops on Path,y. The local traffic ¢;; affects only LAN i.
All local traffic requirements appear in the summation once.
The minimum value for the total flow on LAN’s (AT . is
equal to the summation of /\gymm and all ¢,4’s, since only the
terms involving A% can be minimized.

3) Optimum Distribution of Total Flows: After obtaining the
lower bounds on the total flow on LAN’s and bridges, the
problem of finding the lower bounds on 77, and Tp reduces
to finding the optimum distribution of these total flows so that
Ty, and Ty are minimized. In order to make the lower bounds
tighter, we also consider some inequality constraints.

Any traffic requirement which has LAN 1 as its source or
destination has to pass through LAN i. Therefore, the fiow on
LAN 1 has to be greater than or equal to the mandatory flow
on that LAN (AM):

N
N> AM = Z(tlk + tri) — tii, Vi.
k=1

(16)
In other words, the flow on LAN i consists of the summation of
its mandatory flow (A\M) and the transit flow on LAN ¢ (AT®):

N =AM 4 ATR
ME>0 Vi

where
7

Finding a lower bound for T, is equivalent to finding the
optimum distribution of A] ;. which minimizes T}, subject
to the inequality constraints in (16). This problem is similar to
the capacity assignment problem described in [16], but here the
capacities and the total flow are known and individual LAN
flows are to be found. The optimum distribution of Ty, is a
standard optimization problem and, as described in Appendix
A, it can be solved using Lagrangean techniques. In Appendix
A, we also show by using the Kuhn-Tucker conditions [24]
that if all LAN capacities are equal, the water-filling type
distribution shown in Fig. 3 minimizes 7. In this distribution,

MR - (A - AT (18)
where )} is chosen so that
N N
SO =AM =T = YA (19)
i=1 i=1
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Fig. 3. Distribution of LAN flows.

and (£)* denotes the positive part of ¢, i.e.,

+_f€ ife20
©F = {0 ifé <0°

Similarly, as described in Appendix A, a lower bound for
the delay due to bridges (Tg) can be obtained by optimally
distributing A, ;.. on 2(N —1) bridge ports so that T is min-
imized. We also show that if all bridges have equal capacity,
a uniform distribution of /\:}g’mm among all bridge ports gives
a lower bound for Tg. This lower bound can be improved by
considering additional inequality constraints similar to the ones
described for LAN’s. This time the mandatory traffic concept
will be replaced by the 2(N — 1) largest traffic requirements.
Since each of these traffic requirements has to pass through at
least one bridge, they impose inequality constraints on bridge
flows. In order to minimize Tg, each of these requirements is
assigned to a separate bridge port. As in the case of LAN’s,
it can be verified using the Kuhn-Tucker conditions that a
water-filling type distribution similar to the one in Fig. 3 is
optimum and gives a lower bound for Tg. However, unlike
the LAN case, if the bridge port capacities are not equal, these
inequality constraints cannot be used for improving the lower
bound on T’g. After finding the lower bound for T, and T3,
the sum of these terms gives the lower bound for the average
network delay T.

(20)

D. Simulated Annealing Algorithm

Simulated annealing is a local neighborhood search heuristic
technique [25]. Two basic disadvantages of ordinary local
search algorithms are that they may get stuck in local minima
because they accept only cost improving solutions and that
the quality of the final result heavily depends on the initial
solution. In contrast, simulated annealing algorithms occa-
sionally accept deteriorations in cost in a controlled manner
besides accepting improvements in cost. This property enables
them to escape from local minima while keeping the favorable
features of local search algorithms, i.e., simplicity and general
applicability.

Fig. 4 shows the flowchart of the annealing algorithm used
for finding minimum-delay topologies. In general, simulated
annealing algorithms are defined by a neighborhood structure
and a cooling schedule. The neighborhood structure for our
problem is defined as follows: Any two spanning tree topolo-
gies which have all the branches except one common are
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Current-Tree =
An initial feasible topology

[ Find initial control parameter |

New-Tree =
Neighbor of Current-Tree

No New-Tree feasible ?

Current-Tree = New-Tree

with probability
Current-Tree = New-Tree e~ IDeloy(New-Tree)-Delay(Current=Trea)l/c
[ Keep the best tree so far ] 1
T

-
Decrement control parameter, ¢,
after accepting a certain
number of new trees

( Save the best tree so far )

Fig. 4. The flowchart of the simulated annealing algorithm.

called neighbor trees. Given a spanning tree, we can create a
neighbor tree by removing a branch, resulting in two separate
subtrees. Adding another branch which will connect the two
subtrees, but will not create a loop. During the search for a
minimum-delay topology, we create a sequence of neighbor
trees as described in the flowchart of Fig. 4. We check the
feasibility of each topology by comparing the flows of LAN’s
and bridge ports with their capacities. If the topology is
feasible, we find the average network delay using (1). During
the local neighborhood search for a minimum-delay spanning
tree topology, if the transition from the current topology to a
new topology is a delay-decreasing one, it is always accepted;
if the transition is a delay-increasing one, the new topology
is accepted as the current solution with a certain probability,
p, which is given by

( —[Delay(New Tree) — Delay(Current Tree)] >
p=exp .
Delay(New Tree) > Delay(Current Tree).

1)

Here, c is the control parameter that regulates the probability
of accepting a delay-increasing transition. At the beginning, a
large value for the control parameter is chosen, resulting in the
acceptance of most of the transitions. During the search, we
slowly reduce the control parameter towards zero according
to the cooling schedule. Lower control parameter values make
the acceptance of cost-increasing transitions less probable. At
any point during the run, we always keep the best spanning
tree generated up to that point.

It has been shown in [26] that the simulated annealing
algorithm finds the global optimum. Unfortunately, this imple-
mentation requires an infinite number of transitions. A finite-
time simulated annealing algorithm for finding high-quality
solutions can be implemented with a suitable cooling schedule.
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A cooling schedule consists of choosing an initial value c,
for the control parameter ¢ the method for decrementing
the control parameter, a finite number of transitions at each
value of the control parameter, and the stopping criterion.
Different cooling schedules have been proposed in [19], [25],
and [26]. We experimented with different cooling schedules
and chose one similar to the one described in [19], because of
its simplicity and efficiency. As already mentioned, the initial
value of the control parameter ¢, is chosen so that almost all
new topologies are accepted at the beginning. The function
used for decrementing the control parameter is given by

k=0,1,2,--
0.75 < & < 0.99.

Ck4+1 = Q@ Ck
(22)

The control parameter is decreased after acceptance of a fixed
number of new topologies. However, since transitions are
accepted with decreasing probability, the number of topologies
examined at each ¢, will increase as ¢, goes to zero. In order
to avoid extremely long iterations at small values of cg, the
total number of topologies examined at each ¢, are bounded
by a fixed maximum value. This value is comparable to the
size of the neighborhood. Simulated annealing is terminated if
the value of the delay does not change after decrementing
the control parameter a fixed number of times. This fixed
number is chosen such that the algorithm has a sufficiently
large probability of visiting at least a major part of the
neighborhood of a given solution. In order to guarantee that we
are not missing any good solutions in the neighborhood of the
annealing solution, we terminate the algorithm by comparing
the annealing solution with all of its neighbor topologies.

III. DESIGN OF INTERCONNECTED LAN/MAN NETWORKS

In this section, we will extend the simulated annealing
algorithm to the design of minimum-delay LAN/MAN net-
works. There are many issues to be resolved in the area of
LAN interconnection over MAN’s, such as packet delimiting
and encapsulation, different protocols, and out-of-sequence
packets due to multiple routes [11]. We will not consider these
problems here, since we are only interested in the overall
minimum delay topology of the LAN’s interconnected over
a MAN. Fig. 1 shows an example interconnected LAN/MAN
network with several clusters. We know the traffic require-
ments between all LAN pairs and the clustering information
(i.e., which LAN’s are in each cluster). We want to find a
minimum-delay LAN/MAN topology. The overall topology
has to be a spanning tree because of the transparent bridges.
We assume that we have only one MAN. This MAN can
be FDDI, IEEE 802.6 DQDB, or instead of the MAN we
can have a connectionless packet switched data service (e.g.,
SMDS) as a backbone network. We assume that the backbone
MAN has a large capacity and the intercluster traffic will not
have significant impact on the performance of the MAN. The
backbone is modeled as a central node. The bridges between
LAN clusters and the MAN are specialized remote bridges. An
essential characteristic of remote bridging is that no station
may connect directly to the interconnecting medium, in this
case the MAN. At least two remote bridges must appear in
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Fig. 5. An example topology with more than one LAN/MAN bridge per

cluster.

all communication paths between stations [11]. LAN/MAN
bridges usually have higher capacities than ordinary bridges
in order to support the cluster traffic.

One approach to find a minimum delay overall topology
is solving the problem as if it were a LAN/LAN problem
with many nodes and adding an additional constraint, forcing
LAN’s in different clusters to be interconnected through the
MAN. Increasing the number of LAN’s increases the running
time of the simulated annealing algorithm. We will instead
use the approach of decomposing the problem into smaller
problems for each cluster and, hence, reduce the running time.
In the first phase, we assume that only one LAN in each cluster
is directly connected to the MAN. In other words, there is
only one LAN/MAN bridge per cluster. This is a reasonable
assumption because LAN/MAN bridges are currently five
times more expensive than ordinary bridges. Furthermore, in
the case of using more than one LAN/MAN bridge, some of
the intracluster traffic has to pass through the MAN as shown
in Fig. 5 because of the spanning tree requirement. This may
not be desirable for security reasons.

The problem is suitable for decomposition because the
intracluster traffic does not affect other clusters. Therefore,
the topology of each cluster can be determined by consid-
ering only the intracluster traffic and the traffic between the
MAN and that cluster. At the beginning, we are given an
overall traffic requirement matrix, [tsq]nxn, for the whole
network. We can calculate smaller traffic requirement matrices
[t’;d](Nwl)x(Nﬁl)’ where Ny, is the number of LAN’s in
cluster k. For example, if the original traffic requirements for
the topology in Fig. 1 are given by

[t1,1°-t16 li7--lin t112-:-t1,187
tg,1
t71 tr7--- t712° -
[ts,d] = :
t11,1
PR t197- - l1212° -
Lt1s,1 4
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we can calculate the traffic matrix [ti 4 for cluster 1 as follows:

1 1 1
111 ti6 11 MAN
[ts.4] = :
1 1
’ ts,1 ts, MAN
1 1
tMAN,1 IMAN,6 0

where

18
timan = Zti,h\ﬁ
i 23)
tll\/lAN,z' = Ztl,ivw-
=7

After finding the new traffic requirement matrices for each
cluster, we can solve each subproblem independently. At the
beginning, we allow only one LAN/MAN bridge per cluster.
We use the simulated annealing algorithm as in the LAN/LAN
problem with the additional constraint that each cluster will
be connected to the MAN node with only one bridge. After
finding the overall topology, we calculate the maximum cluster
access delay Tk , for each cluster. TE , is the maximum delay
between any LAN in cluster k£ and the MAN in either direction.
The maximum end-to-end delay in the overall network will
always be bounded by the summation of the two largest TE ,
and the delay due to the MAN (Tyan). We assumed that the
intercluster traffic will not have a significant impact on Tyan
because of the large capacity of the MAN. For example, in the
case of SMDS as a backbone MAN, it is not very likely that
one group of users will change the performance of the service
because the network management system will try to maintain a
guaranteed level of performance. Tyian is, therefore, assumed
to have a fixed value for our problem. The LAN access delay
between LAN ¢ and the MAN (T% ,) is equal to the larger
of the total delay in either direction between LAN i and the
MAN (T; man and Tvan;). The delay from LAN ¢ to the
MAN is equal to the summation of the delays of all LAN’s
(p) and bridges (r,u) lying on the path from LAN i to the
MAN, Path(i, MAN), and is given

>

pEPath(i,MAN)

>

(r,u)€Path(i,MAN)

Timan = E[T]

E[T..] Vi (24)

and T an,; is equal to the summation of the delays in the other
direction. Therefore, the LAN access delay and the cluster
access delay are given by

(25)
(26)

. .
7.4 = max (T; man, Tman,:) vi,

Tés= max Ti, vk

i€cluster k

If T , exceeds a threshold for a cluster, we proceed to the
second phase: We allow that cluster to have two LAN/MAN
bridges. Because of the spanning tree requirement, that cluster
will have two subtrees as shown in Fig. 5. Since this is likely
to reduce the depth of the tree, the new TE , will be lower.
As we have explained before, we can change the topology of
one cluster without affecting the other clusters. We find the
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minimum-delay topology for that cluster as in the first phase
but, this time, the maximum number of LAN/MAN bridges is
constrained to two. If 7% , drops below the threshold, we stop.
Otherwise, we allow the cluster to have one more LAN/MAN
bridge. We continue increasing the number of LAN/MAN
bridges until 7%, drops below the threshold. We repeat this
procedure for all clusters. As a result, some of the clusters
might have one LAN/MAN bridge, and some of them might
have more depending on their traffic requirements.

Another approach could be using additional cost constraints
to determine the number of LAN/MAN bridges, but this
would increase the complexity of the problem and currently
high LAN/MAN bridge prices (approximately five times more
expensive than LAN/LAN bridges) would force us to use as
few bridges as possible per cluster. In many practical-size
problems, one LAN/MAN bridge per cluster is sufficient and
the overall minimum-delay topology is found in one phase.

A variation of the problem occurs in the case of using SMDS
for interconnecting the clusters of LAN’s, since SMDS will
provide communications at DS1 (1.5 Mb/s) or DS3 (45 Mb/s)
rates. During the design process, we have to decide which rate
of service and, in the case of DS3, which access class (4, 10,
16, 34 Mb/s) will be used for each cluster. A possible approach
can be described as follows: The total traffic between each
cluster and the MAN is known. At first, we choose the lowest
and cheapest rate among all SMDS access classes which is
sufficient to carry the cluster-MAN traffic for each cluster. We
find the minimum-delay cluster topologies and calculate T% ,.
If it is acceptable, we stop; otherwise, if T , is large due to
the delay on LAN/SMDS bridge, we choose the next higher
SMDS access class for clusters with unacceptable Tg 4- We
can decide whether the SMDS connection is the bottleneck
or not by using a threshold on the utilization of the SMDS
line. We continue increasing the SMDS rates for each cluster
until we are satisfied with the delay due to the LAN/SMDS
bridge and Té 4- If the bottleneck is not the SMDS connection,
increasing the SMDS access rates does not reduce T , . In that
case, we can increase the number of LAN/SMDS bridges per
cluster as explained before.

The algorithm for finding an overall LAN/MAN topology
can be summarized as follows.

¢ Find individual traffic matrices for each cluster from the
given overall traffic matrix.

e The number of LAN/MAN bridges is initially equal to
one for all clusters.

e For all clusters,

1. Find individual minimum delay topology for the cluster.

2. Find Cluster Access Delay.

3. If Cluster Access Delay exceeds its threshold, add one
more LAN/MAN bridge to the cluster and go to 1;
otherwise save cluster topology and repeat 1, 2, 3 for
the next cluster.

IV. RESULTS AND DISCUSSION

A. Methodology for the Experiments

We performed experiments on networks with 6, 7, 10, 15,
20, and 30 LAN’s. For 6 and 7 LAN problems, we enumerated
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TABLE I
RESULTS FOR THE MINIMUM DELAY INTERCONNECTED LAN PROBLEM
Number of Annealing Local Search 10,000 Samples .
LAN’S Tmll‘l TmaX Tlél;?:f‘ri Tmm Tma.x Tmin Tmean CPU Tlme PC?AT/CONVEX
6 6.406* 6.406* 5419 6.406* 7.214 — — 8s/<1s
7 7.524* 7.746 5.721 7.524* 9.549 — — 18s/< 15
10 8.323 8.524 6.199 8.639 11.027 9.103 11.445 52s/<1s
15 10.470 10.696 7.168 11.117 14.836 12.419 15.993 6.2 min/4.3 s
20 13.910 14.370 8.908 14.832 19.235 16.655 21.937 25.8 min/18 s
30 17.233 18.112 10.662 19.374 24.583 22.166 26.263 181 min/124 s

* Global minimum in complete enumeration.

all possible spanning tree topologies and found the global
minimum. This enabled us to compare the solution of the
simulated annealing directly with the global minimum. For
larger problems, we used several different goodness measures.
In order to estimate the range of the simulated annealing
results, we ran the algorithm with 10 different random seeds
on the same problem. The difference between the best and the
worst solution in 10 runs gave us the range for the annealing
solutions. We compared the solutions with the lower bound
described in Section II-C. The gap between the lower bound
and the annealing solutions is an upper bound for the deviation
from the global minimum. We also used the statistical good-
ness measure described in [7]. In this measure, 10,000 random
feasible topologies were generated. A histogram corresponding
to the delay values of these topologies was created. This was
then compared with the simulated annealing solutions.

The simulated annealing algorithm is a local search heuris-
tic. In order to see its advantages over ordinary local search,
we implemented a conventional local search heuristic and
ran it several times with different random initial topologies.
We compared the best topology found by the local search
algorithm with the simulated annealing results. In order to
have a fair comparison, we adjusted the number of times the
local search was run so that the combined running time of
multiple runs of local search was approximately equal to that
of the annealing algorithm.

The test problems had various traffic requirement patterns
as described.

e Three of the traffic matrices consist of uniformly dis-
tributed random traffic requirements with different average
values. These average values correspond to light, medium, and
heavy loads. In order to consider the unbalanced inter-LAN
traffic patterns, some rows and columns of the traffic matrices
have larger average values than others. These rows or columns
might correspond to LAN’s connected to file servers or host
computers.

@ One of the traffic matrices is such that the traffic between
any two LAN’s decreases linearly with the “distance” between
them. For example, the traffic requirements between LAN 1
and LAN 2 are larger than those between LAN 1 and LAN
5. All traffic requirements have deterministic values according
to the “distance” measure.

o The last traffic matrix is uniform. All traffic requirements
have the same deterministic value.

Other important parameters of the example problems are as
follows: The mean packet length, [, is equal to 192 bytes. This

value was measured on interconnected LAN’s by Leland and
Wilson [21]. The average number of packets in a batch, X, is
8. The capacity of LAN’s is 10 Mb/s, which is the standard
for CSMA/CD LAN’s. The capacity of LAN/LAN bridges is
6,000 packets/second and the capacity of LAN/MAN bridges
are 10,000 packets/second for 192-byte packets. Given these
parameters, all the delay values presented in the following
sections are in milliseconds. The -threshold for 7%, in the
LAN/MAN problem is 20 ms.

B. Results for the Interconnected LAN Problem

Table I summarizes the results of the annealing algorithm
and the comparisons with the lower bound for the inter-
connected LAN problem in the case of heavy-load random
traffic requirements. As an example for the heavy load, the
requirement matrix for the 15 LAN problem consists of
uniformly distributed random requirements with an average
of 3 batches/second. Two rows, corresponding to LAN’s
with file servers, have higher requirements with an average
10 batches/second. Corresponding minimum delay topologies
found by the algorithm are such that maximum utilization
on LAN’s and bridges reach 80% and 40%, respectively.
The minimum and maximum delay values for the simulated
annealing algorithm are found by running the algorithm with
10 different random initial topologies. Related columns for the
best and worst performances of the algorithm show that the
range of simulated annealing solutions is small. This small
range of results confirms that the quality of the final solution
is not dependent on the initial topology. For small problems,
the algorithm found the global minimum most of the time.
It found slightly higher delay topologies the rest of the time.
There is a gap between the values of the simulated annealing
solutions and the lower bound. For different size problems,
this gap was in the range of 18.2-61.6% of the lower bound.
The gap is a function of the quality of the solutions and the
tightness of the lower bound. The lower bound is not very
tight. For example, it can be observed from Table I that the
gap values between the lower bound and the global minimum
for 6 and 7 LAN problems are 18.2% and 31.5% of the
lower bound, respectively. Therefore, we conjecture that the
annealing solutions for larger problems are not very far from
the global minimum.

In fact, Table I shows the worst overall performance of the
annealing algorithm because the gap between the lower bound
and the annealing solutions becomes smaller for the relatively
lighter load cases. The gap values were between 4.6% and
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22.5% of the lower bound for light load cases. A complete
table of results for the lighter load cases is given in [27]. One
of the reasons for the gap between the solutions and the lower
bound being large is using the minimum requirement spanning
tree [23] for finding the bound on the total flow on LANs and
bridges. This tree is found without considering the capacity
constraints for LAN’s and bridges and is not feasible most of
the time. Thus, actual flow on a feasible tree is larger than
the lower bound for the total flow. The difference between the
actual total flow and the lower bound is smaller for light load
cases, leading to a smaller gap.

The simulated annealing algorithm outperformed multiple
runs of the greedy local search algorithm in all cases stud-
ied. The contrast between the range of simulated annealing
solutions and that of the greedy local search shows that
the simulated annealing algorithm does not get stuck in a
local minimum. Related columns of Table I show that the
simulated annealing algorithm finds better topologies than the
best of 10,000 randomly generated topologies. Furthermore,
the majority of the random topologies have significantly higher
delays than the simulated annealing solutions. The last column
in Table I shows the average CPU times for the simulated
annealing algorithm on a PC/AT and CONVEX 120 minicom-
puter. For smaller problems, the algorithm finds high-quality
solutions very quickly even on a personal computer. For larger
problems, running times are still reasonable, given that this is
an off-line design problem.

C. Results for the Interconnected LAN/IMAN Problem

We have experimented with two LAN/MAN interconnection
problems. The first problem had a small number of LAN’s
in each cluster as shown in Fig. 1, so that the global mini-
mum could be found with complete enumeration. The second
problem had more clusters and more LAN’s in each cluster.
The top portion of Table II summarizes the results for the first
LAN/MAN problem. The simulated annealing algorithm found
the global optimum topology for each of the three clusters in
this problem. Since the overall topology is a combination of
these cluster topologies, the solution is also globally optimal
for the first problem. The short overall running time for the first
problem shows the advantage of decomposing the problem.
If we had approached the problem as an 18 LAN problem
without decomposing it, the running time would have been
around 20 minutes instead of 67 seconds on a PC/AT. Only
one LAN/MAN bridge was sufficient for each cluster in order
to keep the cluster access delays below the threshold (i.e., 20
ms).

The lower portion of Table II summarizes the results for
the second problem, which has more and larger clusters.
Although we do not know the overall global optimum for
this problem, we can still check for the global optimum for
small clusters. Goodness measures described before show that
we have good topologies for larger clusters. Therefore, we
conjecture that the simulated annealing algorithm finds high-
quality solutions for the LAN/MAN problem. Running times
for the algorithm are short because of the decomposition of
the problem.
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TABLE 1
REsuLTS FOR TWo LAN/MAN PROBLEMS
Number of |Tinin Tmax Cluster CPU Time
LAN’s Annealing |Annealing | Access PC-
Delay AT/CONVEX

Cluster 1 6 8.421* 8.480 14.643 22s/<1s
Cluster 2 5 7.156* 7.352 14.417 9s/<1s
Cluster 3 7 8.572* 8.674 15.553 36s/<1ls
Overall 18 9.483* 9.667 — 67 s/1s
Cluster 1 6 8.375* 8.437 13.948 23s/<1s
Cluster 2 12 10.929 11.258 17.663 229 s/3.6 s
Cluster 3 7 8.430* 8.768 14.177 34s/<1s
Cluster 4 10 9.555 9.780 16.402 865s/1.3 s
Overall 35 13.069 13.349 — 372s/6 s

* Global minimum in complete enumeration

V. CONCLUSION

We have described a method based on simulated annealing
for finding minimum-delay spanning tree topologies for in-
terconnected LAN/MAN networks. We have decomposed the
LAN/MAN topology design problem into smaller, independent
problems for each cluster. We have derived a lower bound for
the minimum-delay spanning tree problem using the solution
of the optimum requirement spanning tree problem described
in [23]. Results of the computational experiments with small
problems have shown that the simulated annealing algorithm
finds the optimum topology much faster than complete enu-
meration. For larger problems, comparisons with the lower
bound have indicated that the simulated annealing solutions are
not very far from the global optimum. Furthermore, compar-
isons with multiple runs of greedy local search have shown that
the quality of the solutions found by the simulated annealing
algorithm depends at most weakly on the initial topology and
are better than those of ordinary local search algorithms.

Increasing demand for the interconnection of LAN’s and
better LAN/MAN topologies is continuing. New backbone
network architectures are proposed, and the local exchange
carriers are offering connectionless data transfer services for
interconnecting LAN’s. Although they are more complex and
slower than bridges, routers are becoming popular. Routers
are more flexible and do not require the topology to be a
spanning tree. Design of interconnected LAN/MAN topologies
using routers is another problem which can be approached in
a similar way. Since the topology is no longer required to be a
spanning tree, different objective functions such as minimizing
the dollar cost and maximizing the throughput can be used.
Other constraints can easily be incorporated into the formu-
lation of the problem, such as constraints on the maximum
number of hops between any two LAN’s, maximum utilization
for LAN’s, or reliability requirements. Because of its simplic-
ity and general applicability, simulated annealing can be used
for finding good feasible solutions for many variations of the
interconnected LAN/MAN topology design problem.

APPENDIX A
OPTIMUM DISTRIBUTION OF THE TOTAL FLOW ON LAN’S

A lower bound for the total flow on all LAN’s (AL min)
and a set of inequality constraints due to mandatory flows on
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each LAN were presented in Section II-C. The delay due to
LAN’s is given by

N N
1 X X\
== XNE[T) = 27
7; (T3] ng @
and
Lm,n~ZA (28)

A lower bound for 77, can be obtained by finding the optimum
distribution of AT L.min 00 all LAN’s subject to the inequality
constraints in (16) so that T7, is minimized. This is a standard
optimization problem which can be solved using Lagrangean
techniques and the following Kuhn—Tucker conditions [24]:

N
- DB - Ai)) =0 vi o (29)

=1
B(AM —x)=0 Vi (30)
B:>0 Vi (31

where o and ;s are Lagrangean coefficients. The optimum
distribution for the general case can be found by solving the
set of equations specified by the Kuhn-Tucker conditions.
If all LAN’s have equal capacity (i.e., u; = pr, Vi), it can
be verified using the Kuhn-Tucker conditions that the water-
filling type distribution of AT L,min described in Section II-C and
shown in Fig. 3 minimizes 7% . In this distribution, if A; # AM,
then the corresponding 3; = 0 due to (30). Consequently, (29)
becomes

% —a=0 Vist. 24 32
Therefore,
Ai=Xp Viostoh > M (33)
For LAN’s with A; = AM, (29) becomes
W—X_“;/\—i)z —a+6:;=0 Visth=M (39
Therefore,
X
Bi=a- W =
s sn s v LI

(35)

since A; > A7. As a result, all 3;’s satisfy (31) which shows
that we can find (3;’s satisfying the Kuhn-Tucker conditions.
Hence, the distribution shown in Fig. 3 minimizes 77, .
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APPENDIX B
OPTIMUM DISTRIBUTION OF THE TOTAL FLOW ON BRIDGES

A lower bound for the total flow on bridges (A ;) was
presented in Section II-C. A lower bound for Tg can be
obtained by optimally distributing A% B,min ON all bridge ports
such that Tp is minimized. This is a standard optimization
problem, which can be solved using a Lagrange multiplier.
The delay due to bridges is given by

1
Te== Y X\;E[T;]

VPort;;
X Xij
=2 2N (36)
v VI;rt” pij — X Xij

and

2

VPort;;

(37

Bmm -

In order to minimize Tg subject to (37), we form the La-
grangean L

X i
L= e
VPort; Hij X/\”
—a| Y A - AL (38)
VPort;;

where « is the Lagrange multiplier. Stationary points of £ are
found by checking where the first derivatives with respect to
individual )\;;’s are equal to zero:
X i
oL _ S B

OMij  (wij — Xij)
i;’s are known; therefore, we can find all A;;’s in terms of
a using (39). We also know that the summation of all /\gjs
is equal to /\E,min from which we can find o and A;;’s. In
order to verify that these A;;’s result in a minimum for T,
we check if the second partial derivative of £ is positive

9L

6A2 - 2X(p"L]

VPort;.  (39)

XXij;) VPort;;. (40)
For normal operation, X\;; < p;; for all bridge ports;
otherwise, the delay will be infinite. This makes the quantity
in (40) positive, thus ensuring a minimum. Therefore, A;;’s
found using this distribution give a lower bound on T7.

If all bridges have equal capacity (i.e., pi; = p, VPort;;),
the uniform distribution of A% ;. among all bridge ports gives
a lower bound for T'5. For this case, the following bridge port
flows give a lower bound for Tp:

1

Aij=Ap = T) AB min

VPort;;. 41)

This lower bound for T can be improved by considering
additional inequality constraints. We pick the 2(N — 1) largest
inter-LAN traffic requirements. Since each of these require-
ments has to be carried by at least one bridge, they impose

inequality constraints on bridge flows. In order to minimize
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T, each of these requirements is assigned on a separate bridge
port. As in the case of LAN’s, finding a lower bound on T’ is
equivalent to finding the optimum distribution of /\gymm on all
bridge ports subject to 2(N — 1) inequality constraints due to
the 2(V — 1) largest requirements. Again, a water-filling type
distribution similar to the one shown in Fig. 3 is optimum and
gives an improved lower bound on T'g.

If the bridge port capacities are not equal, the 2(N — 1)
largest requirements cannot be used for improving the lower
bound on Tp since they cannot be assigned on separate
bridge ports. In that case, the lower bound found using the
Lagrangean in (38) is used for T5. As shown in (5), the sum
of the lower bounds on 77, and Ty gives the lower bound for
the average network delay 7.
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