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Abstract

Real-time multimedia transport has stringent band-
width, delay, and loss requirements. Supporting this
application in current wireless ad hoc networks is a
challenge. Such networks are characterized with fre-
quent link failures, as well as congestion. Conse-
quently, data packets are dropped when a link fails
or congestion occurs, resulting in low received qual-
ity. In addition, a realtime multimedia service may be
unavailable when a particular server is unreachable.
In this article, we make the case for using multipath
transport for realtime multimedia services in wireless
ad hoc networks, which provides a unified solution
to the above problems. We review existing work on
multipath multimedia transport, and discuss the ad-
vantages, as well as related issues, of using multipath
transport for realtime multimedia transport.

1 Introduction

With the recent advances in wireless technologies,
wireless networks are becoming a significant part of
today’s access networks. Ad hoc networks are wire-
less mobile networks without an infrastructure, where
mobile nodes cooperate with each other to find routes
and relay packets. Such networks can be deployed in-
stantly in situations where infrastructure is unavailable
or difficult to install. It is maturing as a means to pro-
vide ubiquitous untethered communication. With the
increase in the bandwidth of wireless channels and the
computing power of mobile devices, it is expected that

multimedia service will be offered over ad hoc net-
works in the near future.

Due to its realtime nature, realtime multimedia
transport has stringent bandwidth, delay, and loss re-
quirements. Even though some packet loss is generally
tolerable, the quality of reconstructed video will be im-
paired and errors will propagate to consecutive frames
because of the dependency introduced among adjacent
frames. However, the current best-effort network ar-
chitecture does not offer any quality of service (QoS)
guarantees for video transport. The Transmission Con-
trol Protocol (TCP) is mainly designed for reliable data
traffic. It is not suitable for realtime multimedia data
because

• The delay and jitter caused by TCP retransmis-
sions may be intolerable.

• TCP slow-start and congestion avoidance are not
suitable for realtime multimedia transport.

• TCP does not support multicast.

The User Datagram Protocol (UDP), typically used
in almost all realtime multimedia applications, only
extends the best-effort, host-to-host IP service to the
process-to-process level. When congestion occurs, an
unlimited amount of UDP datagrams may be dropped
since UDP is non-adaptive. Realtime multimedia ap-
plications must implement additional rate control and
error control mechanisms in order to cope with net-
work congestion.

In ad hoc networks, a wireless link have high trans-
mission error rate because of shadowing, fading, path
loss, and interference from other transmitting users.
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An end-to-end path found in ad hoc networks has
an even higher error rate since it is the concatena-
tion of multiple wireless links. Moreover, user mo-
bility makes the network topology change constantly.
Ad hoc networks also need to reconfigure themselves
when users join or leave the network. The frequent
link failures and route changes cause packet losses and
reduce the received video quality. This is different
from wireline networks, where packet loss is mainly
caused by congestion and buffer overflow. To pro-
vide an acceptable received video quality in ad hoc
networks, there should be effective error control to re-
duce packet losses to a certain level. Traditional er-
ror control techniques, including Forward Error Cor-
rection (FEC) and Automatic Repeat Request (ARQ),
have been adapted to take link failures into considera-
tion [23, 27, 39, 40].

In this paper, we examine the problem of using mul-
tipath transport, by which multiple paths are used to
transfer data, for a realtime multimedia session in or-
der to cope with the above problems, and review re-
lated issues and techniques. The rest of the paper is
organized as follows. In Section 2 we present the gen-
eral application scenarios, as well as the benefits of
using multipath transport in realtime multimedia ap-
plications. We discuss related issues in following sec-
tions, including multipath routing in section 3, trans-
port layer protocols in section 4, traffic partitioning
techniques in section 5, and other related issues in sec-
tion 6, when multipath transport is used. Section 7
concludes this article.

2 Multipath Realtime Multimedia Transport

2.1 Application Scenarios

Figure 1 illustrates the general architecture for the
multipath transport of realtime multimedia data, us-
ing video as an example. At the sender, a raw video
is first compressed by a video encoder. The encoder
may generate a single compressed video flow, or mul-
tiple compressed video flows. In the latter case, we
call it a multistream coder. Then the flows are par-
titioned and assigned to the multiple paths by a traf-
fic allocator. These paths are maintained by a mul-
tipath routing protocol. When the flows arrive at the
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Figure 2. The architecture for using multipath
transport for many-to-one and one-to-many
types of applications: (a) Parallel download-
ing, (b) Multicasting using multiple trees.

receiver, they are first put into a resequencing buffer
to restore the original order. Finally, the video data is
extracted from the buffer to be decoded and displayed.
The underlying network could be a wireline network,
such as the Internet, or a wireless ad hoc network. We
assume the underlying network has a mesh-structure
where multiple paths exist between source-destination
pairs. As will be discussed in the following, better er-
ror resilience may be achieved if the paths in such net-
works are maximally disjoint to each other [1, 18, 32].

The point-to-point architecture in Fig. 1 can be ex-
tended to more general cases. We call this broader
class generalized multipath transport. For example,
an architecture for the many-to-one type of applica-
tions is shown in Fig. 2(a), where a node downloads
a video clip from multiple servers in parallel [2]. The
server node, e.g., Node B, C, or D is a mobile node in
an ad hoc network, that has the target video in its cache
or public directory. A multicast-based architecture is
shown in Fig. 2(b), where a source multicasts realtime
multimedia data to a group of nodes using two multi-
cast trees [36].

2.2 Advantages of using Multipath Transport

The advantages of using multipath transport in
wireline and wireless networks have been reported in
many previous works, e.g., see [1, 2, 8, 10, 13, 14, 18,
19, 23, 24, 27, 36, 40] and the references therein. We
briefly summarize these advantages in the following.
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Figure 1. The general architecture for the multipath transport of realtime multimedia applications.

First, multipath transport distributes traffic load in
the network more evenly. For example, a large burst
of data, e.g., an Intra or I video frame, can be parti-
tioned into several smaller bursts, each transmitted on
a different path. A high rate video flow can be par-
titioned into several subflows, each with a lower rate
and sent on a different path. Such balanced load re-
sults in less congestion inside the network [5,6]. Thus
the video packet losses caused by router buffer over-
flow can be effectively reduced. Although a recent
work [9] shows that multipath routing does not neces-
sarily achieve better load balancing than shortest path
routing in wireless ad hoc networks unless the number
of paths in use is high, this result is obtained based on
the assumption of extremely high node density, such
that the shortest path between the source and destina-
tion node is very close to the line segment connecting
these two nodes. This assumption is more valid for
wireless sensor networks, but not for the typical appli-
cation scenarios of wireless ad hoc networks.

Second, multipath transport provides a larger aggre-
gate capacity for a multimedia session. In an ad hoc
network, since the available link bandwidth may be
limited and time varying, a high rate flow may not find
enough available capacity on a single path. With mul-
tipath transport, the flow can be partitioned into several
thinner subflows, each of which can be accommodated
by a path.

Third, if a set of disjoint paths are used in multipath
transport, losses experienced by the subflows may be
independent to each other. When a path is down be-

cause of a link failure, which happens more often in
an ad hoc network than in a wireline network, it is
likely that some other paths are still in good condition.
Thus the receiver can always receive some data during
any period [1,23,40]1. With proper error concealment
schemes applied, the display will not be interrupted
by link failures, although a certain degradation in the
video quality will be observed. Furthermore, with path
diversity, error control schemes can be designed jointly
with the traffic allocator, making traditional error con-
trol schemes more effective and resulting in better er-
ror resilience. Examples of such techniques will be
presented in Section 6.2.

Fourth, multipath transport facilitates load balanc-
ing for the servers. As shown in Fig. 2(a), a client
can download video from multiple servers when mul-
tipath transport is used. A high rate session can be
partitioned into several lower rate ones, each with a
smaller server processing time. The smaller granular-
ity of per user loads allows for more even load balanc-
ing, which can translate into either more clients sup-
ported or lower response times [2, 28].

To summarize, the use of multipath transport for re-
altime multimedia applications in ad hoc networks can
effectively reduce packet losses, provide better scala-
bility, and provide un-interrupted display of video even

1Except when all the paths are down simultaneously, which we
assume only occurs rarely. For example, if path i fails with prob-
ability pi, i = 1, 2, · · · , N , then the probability of simultaneous
failure of all of the N paths is p1 × p2 × · · · × pN , which is much
smaller than any of the pi’s, assuming that the path failures are
independent.
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with the presence of frequent link failures.

3 Multipath Routing

As illustrated in Fig. 1, in order to use multipath
transport, the underlying routing protocol must pro-
vide and update the multiple paths between the source
and the destination node.

3.1 Types of Multipath Routing

The idea of dispersity routing was first presented
in [24] for wireline networks. Since Maxemchuck’s
seminal work [24], multipath transport has been ap-
plied in various settings, e.g., load balancing, achiev-
ing a higher aggregate capacity, and path redundancy
for failure recovery [13]. There are two types of mul-
tiple path routing protocols, as illustrated in Fig. 3.
A set of braided paths is shown in Fig. 3(a), where
each node maintains a backup path to the destination
node [8, 26]. Fig. 3(b) shows two node disjoint paths,
i.e., there is no common nodes between these paths,
except for the source and destination nodes. A relaxed
type of disjoint paths is link disjoint paths, where shar-
ing of nodes, but not links, is allowed. The braided
multipath routing is a relaxed version of disjoint mul-
tipath routing, since the latter may be more difficult to
implement or unavailable in some network topology.
However, the benefits of using multipath transport are
generally maximized when disjoint paths are in use.
For example, when a common node, shared by two
paths, is congested or is unavailable, both paths will
fail and the receiver video display will be interrupted
until a new set of paths are found (see footnote 1).

3.2 Finding Multiple Routes

In order to find multiple disjoint paths, multipath
routing protocols may be used [21, 29, 38]. Many
routing protocols designed for ad hoc networks are
multipath routing protocols, such as the Temporally
Ordered Routing Algorithm (TORA) [30], the ticket-
based QoS routing scheme in [7], and the Distance
Routing Effect Algorithm for Mobility (DREAM) [3].

In addition, many other protocols are potentially ca-
pable of, and can be extended to, multipath routing,
such as the Dynamic Source Routing (DSR) proto-
col [15], Ad hoc On-demand Distance Vector routing

1
2 N-1

N

(a)

1 N

(b)

2

3 N-1

N-2

Figure 3. Two types of multipath routing: (a)
Braided multiple paths, (b) Node disjoint mul-
tiple paths.

(AODV) [33], and the Zone Routing Protocol (ZRP)
[31]. For example, when a proactive routing proto-
col is used, a node learns the entire topology from the
routing information updates. Then, it can compute the
shortest path and an additional path which is most dis-
joint to the shortest one. On the other hand, when re-
active routing protocols are used, a node learns mul-
tiple paths to a destination from the route discovery
process. Then, it can choose multiple disjoint ones
(e.g., a shortest one and a maximally disjoint one)
from the discovered paths. DSR [34] has been ex-
tended to disjoint multipath routing in [23] and [17],
where multiple maximally disjoint paths are main-
tained, and is extended to braided multipath routing
in [26], where each intermediate node along the short-
est path between the source and destination maintains
one or more backup routes to the same destination.

The performance improvment achieved by multi-
path transport is at the cost of a slightly increased rout-
ing overhead. In the proactive routing case, the addi-
tional cost is low since nodes have learnt the topol-
ogy information. It only needs to do some additional
computation locally. In the reactive routing case, more
route replies are transmitted than the original DSR.
These additional costs in either computation or traffic
load are limited, and result in better video quality [26].

The recent work in [21] proposed an efficient ge-
netic algorithm-based multipath routing approach for
multiple description (MD) video transport over wire-
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less ad hoc networks. The multipath routing is for-
mulated as a constrained combinatorial optimization
problem, aiming to minimize the distortion of the re-
ceived video. The formulated problem is shown to
be NP-hard and solved by a genetic algorithm-based
metaheuristic approach. Simulation results illustrate
significant gain in video quality achieved by this ap-
proach over tradition network-centric multipath rout-
ing approaches, mainly due to the fact that the appli-
cation layer performance metric, i.e., video distortion,
is optimized. This approach was extended to support
multiple concurrent video sessions in [22], and to mul-
ticasting MD video (using multiple trees) in [20].

3.3 Deploying Multiple Routes

When multiple paths are found, they can be used in
several ways. If source routing is supported by the un-
derlying network, the sender can store the entire route
in the headers of multimedia data packets. Each inter-
mediate node will simply examine the header of a re-
ceived packet, and forward it to the next node. Source
routing is supported both in IPv4 and IPv6, and the
very popular ad hoc network routing protocol, DSR,
is also based on source routing. Another way of us-
ing the multiple paths is by using the Stream Con-
trol Transmission Protocol (SCTP) [39], which has the
built-in features of multi-streaming, where a flow is
partitioned and transmitted as multiple streams, and
multi-homing, where an SCTP endpoint can use mul-
tiple network interfaces. SCTP sockets can be used to
set up multiple streams, and then the traffic allocator
can assign the realtime multimedia data to the streams.

If the underlying network do not support source
routing and SCTP, multipath routing can be performed
via an overlay approach, which we call application-
level multipath routing. That is, all participating nodes
of the multimedia application will form an overlay net-
work, in which each logical link may consists of one
or more links in the underlying network. Multipath
routing and packet forwarding can then be easily im-
plemented in the application layer without changing
the underlying network architecture and operation [4].

4 Transport Layer Protocols for Multipath
Transport

There have been several new transport protocols
proposed to facilitate multipath transport of multime-
dia data. A transport layer protocol, called meta-
transmission control protocol (Meta-TCP), was pre-
sented in [11] to maintain multiple TCP connections
for a data session. Meta-TCP was designed to focus
on general elastic data transport using TCP. For real-
time multimedia data, the Multi-flow Realtime Trans-
port Protocol (MRTP), was presented in [19, 25] to
support the general architecture using multiple paths
shown in Figures 1 and 2.

There are two existing protocols that meet some, but
not all, of the design goals of MRTP. The first one is
Realtime Transport Protocol (RTP) and its companion
control protocol Realtime Transport Control Protocol
(RTCP) [37]. RTP/RTCP is a multicast-oriented proto-
col for Internet realtime applications. RTP/RTCP itself
does not support the use of multiple flows. An applica-
tion could implement multipath realtime transport us-
ing RTP, but it would have to perform all the overhead
functions of managing multiple flows [10]. Compared
with RTP, MRTP provides more flexible data partition-
ing and uses multiple paths for better queueing perfor-
mance and better error resilience. Furthermore, RTP
focuses on multicast applications, where feedback is
suppressed to avoid feedback explosion [37]. RTP Re-
ceiver Reports (RR) or Sender Reports (SR) are sent
at least 5 s apart, which may be too infrequent for the
sender to react to congestion or path failures. With
MRTP, since only a few routes are in use (Fig. 1 and
Fig. 2(b)), it is possible to provide more timely feed-
back, enabling the source encoder and the traffic allo-
cator to quickly adapt to congestion or path failures.

The other closely related protocol is SCTP [39],
which we have already mentioned in the previous sec-
tion. SCTP is a message-based transport layer proto-
col initially designed for reliable signaling in the Inter-
net (e.g., out-of-band control for Voice over IP (VoIP)
call setup or teardown). It has the attractive features
of multi-homing and multi-streaming, where multiple
network interfaces or multiple streams can be used in
a SCTP session [14]. SCTP cannot be applied directly
for multimedia data because it lacks functions required
for realtime services. With MRTP, the design is fo-
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cused on supporting realtime applications, with times-
tamping and QoS feedback as its essential mode of
operation. Moreover, since SCTP is a transport layer
protocol and is implemented in the system kernel, it is
hard, if not impossible, to make changes to it. A new
multimedia application, with a new coding format or a
new transport requirement, could only with difficulty
be supported by SCTP. MRTP is largely an application
layer protocol and is implemented in the user space as
an integral part of an application. New multimedia ser-
vices can be easily supported by defining new profiles
and new extension headers. Indeed, MRTP is comple-
mentary to SCTP in that it supports realtime multime-
dia services using multiple paths. MRTP can establish
multiple paths by using SCTP sockets, taking advan-
tage of the multi-homing and the multi-streaming fea-
tures of SCTP.

MRTP/MRTCP, presented in [19, 25], is a natu-
ral extension of RTP/RTCP, exploiting path diver-
sity to combat frequent congestion and link fail-
ures. Although such functionalities provided by
MRTP/MRTCP can be implemented in the applica-
tion layer by each application independently, it would
be valuable to abstract and package the realtime mul-
tipath transport-related functions as a single generic
protocol that can be used by many different applica-
tions, and thus relieve multimedia applications of such
burdens. MRTP is a transport protocol usually im-
plemented in the application layer. Given multiple
paths maintained by an underlying multipath routing
protocol, MRTP and its companion control protocol,
the Multi-flow Realtime Transport Control Protocol
(MRTCP), provide essential support for multiple path
realtime transport, including session and flow man-
agement, data partitioning, traffic dispersion, times-
tamping, sequence numbering, and Quality of Service
(QoS) feedback.

The protocol stack with MRTP is shown in Fig. 4.
MRTP uses the UDP datagram service or the multi-
homing/multi-streaming transport service of SCTP for
data and control. Note that the session/flow manage-
ment function can also be performed using the Ses-
sion Initiation Protocol (SIP) [35] over TCP. An un-
derlying multipath routing protocol maintains multi-
ple paths from the source to the destination. When
SCTP is used in the transport layer, SCTP sockets can
be used to set up multiple flows.

Multimedia Applications

MRTP/MRTCP

UDP SCTP TCP

IPv4/IPv6, Multipath Routing

Figure 4. The protocol stack using MRTP.

Unlike RTP, MRTP is a session-oriented proto-
col. An MRTP session should be established first by
MRTCP, where two end nodes exchange information
such as available paths, session/flow IDs, and initial
sequence numbers. During data transmission, a new
flow may be added to the session when a better path
is found, and a stale flow may be removed from the
session based on QoS reports.

With MRTP, a traffic allocator partitions and dis-
perses the realtime multimedia traffic to multiple
flows. A basic traffic partitioning and dispersion
scheme is provided in MRTP, which assigns the pack-
ets to the multiple flows using the round-robin algo-
rithm. This simple assignment may not be optimal for
some applications and can be overridden in such situ-
ations.

As in RTP, MRTP generates QoS reports periodi-
cally. An MRTP SR or RR carries both the per-flow
statistics and session statistics. Unlike RTP, the MRTP
SR and RR can be sent at an interval set by the ap-
plication. For point-to-point and parallel downloading
applications (see Fig.1 and Fig.2(a)), RR and SR could
be sent for each frame since the number of participants
are relatively small. Timely QoS reports enable the
sender to quickly adapt to transmission errors. For ex-
ample, the encoder can change the coding parameters
or encoding mode for the next frame, introducing more
(or less) redundancy for error resilience, or the traffic
allocator can avoid the use of a stale path and disperse
packets to other better paths.

5 Multimedia Traffic Partitioning

As discussed in Section II, realtime multimedia traf-
fic needs to be partitioned into multiple flows in order
to be transmitted over multiple paths. Such a traffic
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partitioning can be performed in different layers [10].
For stored media, traffic partition schemes such as
thinning can be performed, while for live media appli-
cations, a multistream encoder can produce multiple
streams on the fly. We discuss these schemes in this
section.

5.1 Traffic Partitioning

As illustrated in Fig. 1, on the sender side, the traf-
fic allocator is responsible for partitioning the appli-
cation data, i.e., dispatching application data packets
to the multiple paths in use. The traffic partitioning
strategy is affected by a number of factors, such as the
auto-correlation structure of the application data flow,
the number of available paths, and the QoS parameters
of the paths (e.g., the bandwidth, delay, and loss char-
acteristics of each path). Usually the path parameters
can be inferred from feedback, so that the traffic allo-
cator can adjust its strategy to adapt to changes in the
network [18].

For stored video, a partitioning technique called
block-based traffic thinning can be used [19]. With
block-based thinning, a video sequence is first divided
into equal-sized blocks of length B. From the ap-
plication’s perspective, the blocks consist of a num-
ber of video frames or audio frames or some other
application-specific temporal payload units. Then, in
the simplest case, the blocks are assigned to the paths
using the round robin scheme.

In addition, multimedia traffic partitioning can also
be performed by a multistream coder, especially in in-
teractive multimedia applications, as discussed in the
following section.

5.2 Multistream Video Coding

The multistream coder should be carefully designed
to generate substreams so that the loss in one sub-
stream does not adversely affect the decoding of other
substreams. Furthermore, this relative independence
between the substreams should not be obtained at
the expense of a significant decrease in coding effi-
ciency. Therefore, the multistream encoder should aim
to achieve a good trade-off between coding efficiency
and error resilience.

Obviously, one way to generate multiple substreams
is to use a standard video codec and split the result-

ing bitstream into multiple substreams. An intelligent
splitting scheme is needed to split the bit stream at
the boundary of independently decodable units, oth-
erwise a lost substream will make the received ones
from other paths useless. A simple way to accomplish
this is to send the frames to the paths in a round robin
manner, e.g., all odd frames are sent to path 1 and all
even frames are sent to path 2. In order to completely
avoid the dependency between sub-streams, the frames
sent on one path should be predictively coded with re-
spect only to the frames on the same path. This method
is in fact an option available in the H.263+ standard
(Video Redundancy Coding (VRC)) [41]. However,
compared to predicting a frame from its immediate
neighbor, VRC requires significantly higher bit rates.
Also, although this method can prevent the loss in
one path from affecting frames in the other path, er-
ror propagation still exists within frames in the same
path. In [23] [18], a feedback based reference picture
selection method was presented to circumvent these
two problems.

Another natural way of generating multiple streams
is by using layered video coding, which is very useful
in coping with the heterogeneity of user access rates,
in network link capacities, and in link reliability. A
layered coder encodes video into several layers. The
base layer (BL), which includes the crucial part of the
video frames, guarantees a basic display quality. Each
enhancement layer (EL) correctly received improves
the video quality. But without the BL, video frames
cannot be reconstructed sufficiently. Usually, EL pack-
ets may be dropped at a congested node to protect BL
packets, and BL packets are better protected with FEC
or ARQ [16]. When combined with MPT, it is desir-
able to transmit the BL substream on the best route.
The source may sort the paths according to their loss
characteristics, inferred from QoS feedback (e.g., Re-
ceiver Report in RTP/RTCP [37]). Alternatively, the
multipath routing layer may organize the route cache
according to some performance metrics (number of
hops, mean loss rate in the last time window, etc.).

Instead of generating substreams that are unequal in
their importance, Multiple Description Coding (MDC)
generates multiple equally important streams, each
giving a low but acceptable quality. A high-quality re-
construction is decodable from all bit streams together,
while a lower, but still acceptable quality reconstruc-
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tion is achievable if only one stream is received. The
correlation among the substreams introduced at the en-
coder makes it possible to partially recover lost infor-
mation of one substream, using information carried in
other correctly received substreams. However, such a
correlation limits the achievable coding efficiency, as
compared to a conventional coder designed to maxi-
mize it. An excellent review of the theoretical bounds
and proposed MDC algorithms can be found in [12].
In designing a MCP-based MD video codec, a key
challenge is how to control the mismatch between the
reference frames used in the encoder and those used
in the decoder caused by transmission errors. With
MDC, the transport layer design can be simpler than
with layered coding. Because all the descriptions are
equally important, the transport layer does not need
to protect one stream more than another. Also, be-
cause each description alone can provide a low but ac-
ceptable quality, no retransmission is required, making
MDC more suitable for applications with stringent de-
lay requirements.

In [23] [18], three representative video coding
schemes from the above three classes of coding are
chosen and adapted to multipath transport for video
transport over wireless mobile ad hoc networks. Im-
pressive gains in the received video quality obtained
by using these schemes were presented.

6 Other Related Issues

In this section, we discuss two related issues on
multipath multimedia transport in wireless ad hoc net-
works, which need to be carefully addressed in order to
achieve the best performance of using multiple paths.

6.1 Resequencing Buffer and Delay

One major concern when using multipath transport
is the additional resequencing delay. Since packets
sent on different paths suffer different delays, they may
arrive at the receiver out of order. The receiver needs to
use a resequencing buffer to temporarily store the re-
ceived packets and put them in order. In reliable trans-
port protocols for data traffic, e.g., TCP, a packet may
stay in the resequencing buffer for a long time waiting
for a missing packet with a smaller sequence number.
In realtime multimedia applications, the resequencing

buffer is mainly used to absorb jitter in arriving pack-
ets. Since the receiver displays the video or audio con-
tinuously, each packet is associated with a deadline Dl,
which is the difference between the time when it is ex-
tracted from the resequencing buffer to be decoded and
played out, and the time when it was transmitted by the
sender. A packet may be lost either because of trans-
mission errors or because it is overdue. Such deadlines
impose a smaller time window for multimedia trans-
port and limit the efficacy of traditional error control
schemes, such as ARQ.

Traffic partitioning and resequencing delay are
closely related to each other. In [18], the optimal traf-
fic partitioning problem was investigated for realtime
applications using network calculus in a deterministic
setting. The bottleneck link of each path was mod-
elled as a queue with a deterministic service rate. The
contribution of all other links and the propagation de-
lay are lumped into a fixed delay element. Moreover,
with the assumption that the source flow is regulated
by a {σ, ρ} leaky bucket, traffic can be split into mul-
tiple flows, each conforming to a {σi, ρi} regulator,
by using deterministic traffic partitioning. Under these
assumptions, a constrained optimization problem on
minimizing the total end-to-end delay was formulated.
The simplicity of the model results in a compact for-
mulation. A closed-form solution was derived and
simple guidelines on minimizing end-to-end delay and
path selection was provided. The path set chosen us-
ing the analysis is optimal in the sense that it is the
minimum set of paths required to achieve the minimum
delay; adding any rejected path to the set will only in-
crease the total end-to-end delay.

This path selection scheme is useful, since although
it is always desirable to use a path with a higher band-
width and a lower fixed delay, it is impossible to order
the paths consistently according to their bandwidth or
fixed delay in many cases. A brute force optimization
testing all the feasible combinations of the paths would
have exponential complexity [40]. Using this analysis,
the performance metrics can be translated to the end-
to-end delay and the set of paths can be easily deter-
mined with O(N) complexity, where N is the number
of paths available. Thus this algorithm is suitable for
the cases where the paths are highly dynamic. The
exact optimal partitioning, rather than a heuristic, can
be quickly computed and applied to a snapshot of the
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varying network. We also present a design to enforce
the optimal partitioning using a number of cascaded
leaky buckets, one for each path.

6.2 Error Control

To combat transmission losses, redundancy can be
introduced into the streams by the traffic allocator (see
Fig. 1). One extreme of doing so is just partitioning the
original stream with no redundancy introduced. When
packets are lost, the receiver may copy the correspond-
ing blocks in the previous frame to conceal the er-
ror. The other extreme is transmitting multiple copies
of each original packet. If feedback is available, the
amount of redundancy introduced can be adaptive to
the congestion or losses in the network. A good strat-
egy should be positioned between these two extremes
and provide a good trade-off between error resilience
and bandwidth requirements.

Multipath transport makes the traditional error con-
trol schemes more effective. One of the most common
FEC codes are Reed-Solomon (RS) codes. RS(n, k)
codes consist of k source packets and n− k redundant
packets. The reception of any k packets from the n
transmitted ones allows the reconstruction of all the k
source packets. If the loss characteristics of the paths
are known, e.g., estimated from feedbacks, the traffic
allocator can assign the n packets to the paths in a way
that maximizes the probability that at least k, out of n,
packets are correctly received [27, 40].

When ARQ is used, a retransmitted packet may be
assigned to a different path [23]. Since a lost packet
on a path indicates either congestion or link failure in
that path, sending the retransmitted packet on the same
path only intensifies the congestion, and the retrans-
mitted packet may well be dropped again. Path diver-
sity implies that the losses or congestion periods of the
paths are independent. Thus the success probability is
higher if a lost packet is retransmitted on a different
path [23, 39].

7 Conclusions

In this paper, we review the case for using multipath
transport for realtime multimedia applications in wire-
less ad hoc networks. Multipath transport can reduce
congestion in the network, as well as at the servers.

In addition, path diversity enables effective error con-
trol, resulting in stronger error resilience. These bene-
fits come at the cost of a limited increase in computa-
tional complexity and traffic load. The literature on re-
lated issues of multipath multimedia transport, includ-
ing multipath routing, multipath transportation layer
protocols, multimedia traffic partitioning, resequenc-
ing and error control, is reviewed.
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