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Abstract—In order to maximize network resources, tocol, such as OSPF, finds path based on a single “least-
Multi-Protocol Label Switching (MPLS) Traffic Engineer-  cost” scalar metric for each destination. This least cost
ing (TE) is used in IP networks so that traffic can be routed  route may not have enough resources to carry all the
on a path which may not be chosen by a standard routing yraffic, or satisfy all the SLA (service level agreement)
meth.Od' In this paper, the .performance of a proposlal requirements of carried traffic. Congestion, at certain hot
creating TE queues for configured MPLS TE tunnels in . .
every router the tunnel traverses is presented. The TE spots, can resultin SL_jb_'Optlmal use of network resource.
queue creation is a new concept to effectively couple the In a large network, it is possible that available network
control plane and the data plane for MPLS TE tunnels. bandwidth is not efficiently utilized because the intra-
The idea takes advantage of an intelligent Constrained domain routing protocol, such as OSPF, finds path based
Shortest Path First (CSPF) routing mechanism for MPLS on a single “least-cost” scalar metric for each destination
TE to enable QoS routing. It will help service providers This least cost route may not have enough resources to
minimize the task and cost of implementing a complex carry all the traffic, or satisfy all the SLA (service level
bandwidth broker Operation Support System to associate 44reement) requirements of carried traffic. Congestion,

allowed tunnel bandwidth and available queues in the "o yain ot spots, can result in sub-optimal use of
network at the time of provisioning. The mechanism will
network resources.

also ensure that an IP network delivers the stringent QoS ) o )
required to carry real time traffic such as VolP. The Multi-Protocol Label Switching (MPLS) TE provides

performance is simulated and analyzed with a Generalized @ more elegant and efficient technique than IP source
Processor Sharing (GPS) system. According to our results, routing. It allows traffic travel down a path different from
using TE queues leads to lower overflow probabilities for conventional Interior Gateway Protocol (IGP) destination
TE tunnel traffic, and better QoS for real time traffic such  pased hop-by-hop routing. The path is pre-determined at

as VolP. tunnel setup time. Routers along the path do not have
Index Terms— Multi-Protocol Label Switching, traffic to examine the IP header of every passing packet. The
engineering, Generalized Processor Sharing. basic idea of MPLS involves assigning short fixed length

labels to packets inside an MPLS cloud. Throughout the
MPLS domains, the labels attached to packets are used
to make forwarding decisions. It allows decoupling of
Traffic engineering (TE) refers to techniques and preéRe information used for forwarding (a label) from the
cesses to route traffic through a network on a path othieformation carried in the IP header. MPLS TE, using the
than that would have been chosen if standard routiRSVP signaling mechanism [1], injects the notion of a
methods had been used. The goal of traffic engineeriognnection to connectionless IP through nailed-up label
to a service provider is to maximize the utilization o$witched paths (LSP). MPLS TE provides capabilities
network resources, and/or enhance the QoS a servicespecify an explicit path for the LSP before it is
provider can offer. To justify the increase in networlestablished. We will refer the nailed-up LSP as an MPLS
operational complexity associated with traffic engineefE tunnel, or simply tunnel, in this paper.
ing, TE must enable new service offerings, reduce theThe tunnel explicit routing capability allows routing
overall cost of operations, maximize potential revenudsxibility. It allows paths, with unequal OSPF cost, to
and increase customer satisfaction. In a large netwosgkare traffic load [2]. In addition, the Fast Reroute feature
it is possible that available network bandwidth is nd8] in MPLS TE allows path restoration within 100 ms
efficiently utilized because the intra-domain routing pran case of link or node failure. In this paper we propose

I. INTRODUCTION
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which can guarantee the service of real time applicatio T e
such as WoIP and video conferencing.

Create Input TE
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incoming tunnel label
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[I. USING MPLS TE TUNNEL IN ROUTERSWHEN
FORWARDING PACKETS

MPLS TE tunnel is a connection-oriented entity o
top of the conventional connectionless IP networl_<._ Torrement the inp i TE quene bandwidih based
has been promoted by router vendors and IETF actiVi{ on the tunnel reserve bandwidth; tag the queue
as a valuable tool to maximize utilization of networl _with the mcoming TE label of the tunnel
resources as described in the previous section. Howe»
the MPLS TE admission control mechanism is applie
only at the tunnel setup time, not at the packet forwar
ing time. Bandwidth reservation is policed only at tunne
setup time to limit the number of tunnels traversing
given link. Traffic inside a tunnel has to compete fo
bandwidth with traffic in other tunnels and regular I|, Merement the ouiput TE quens bandundth

) . . . ased on the tunnel reserve bandwidth; tag the
traffic which is not carried by any TE tunnel. queus with the outgoing TE label of the tunnel

Even though there are benefits of deploying TE tul.
nels in IP networks, there are concerns about its scal-
ability and extra complexity in network operation. FoFig. 1. Create Queues for MPLS TE Tunnels.

a facility based ISP which owns the physical links and
infrastructure of its IP network, the capacity constraint
is a relatively minor issue compared to other ISPs whi¢h TE Queue Creation Process for MPLS TE Tunnels

have to purchase or lease capacity from other providersThe proposed MPLS TE Queue creation mechanism
It is hard to justify sending all IP traffic into fully at a router is illustrated in the flow chart as shown

meshed TE tunnels ubiquitously deployed for a facilityy Figure 1. We assume both input queues and output
based ISP. Instead, only special traffic, such as VoIP Qlieues are implemented in the router. The process below

videoconference traffic transported in an IP network, agso assumes tunnels with the same head end will share
candidates for MPLS TE tunnels. This is different fronhe same input queue, while tunnels with the same tail

Diffserv-TE [4], [5], [6], where all IP traffic is subjectedend will share the same output queue.
to the same admission control mechanisms and have t®uring the TE tunnel setup period, the router will

be carried in TE tunnels to ensure the traffic guarantegyery its database to determine if a TE input queue with
In this paper we investigate the performance enhangge same head end had been created. If no such queue
ment of TE queues creation for configured MPLS Thad been assigned, the router will create a TE queue,
tunnels in every router the tunnel traverses [7]. Traff'tggged with the head end router ID and the assigned
in TE tunnels are preferentially treated by a routerginnel label, and with the requested bandwidth. If a TE
queuing and congestion avoidance mechanism. A Hgeue with the same head end router ID has already
queue can be used by a single tunnel or shared j¥en created, the bandwidth of the TE queue will be
multiple TE tunnels. The TE queue is to be createghjusted based on the new tunnel request. The bandwidth
at tunnel set up time based on the MPLS label angijustment does not have to be the exact increment of
bandwidth requests associated with the tunnel. The bagge requested bandwidth of the new tunnel. A statistical
width reserved for each queue is to be set accordingifiltiplexing model of tunnel traffic can be incorporated
the bandwidth of configured tunnels sharing the samere. The TE queue will also be tagged with one more
queue. The TE admission control mechanism ensuiggel, which is the incoming label of the TE tunnel. The

that the sum of the TE queue bandwidth will not exce%tput TE queue will be created and set up in a similar
the configured RSVP bandwidth of the physical linkgshion.

The reserved bandwidth can only be used by the traffic

carried by the tunnels. At packet forwarding time, the o ,

top label in the label stack of each packet carried insifle SMitching Process for Packets in MPLS TE Tunnels

the tunnel will be used as the key for the packet to beWhen a packet is received, a router will determine
sent into the TE queue associated with the tunnel. whether the packet is label switched and whether the

Create cutput TE
gqueue with required
BW tagged with tail

end router 10, and
cutgoing tunnel label

Cutput TE queus
with the same tail end
Created?
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label is assigned to a TE tunnel. The packet forward: rty —7p X, (1)
via a tunnel will be sent into the appropriate input Tl c

queue based on the incoming label. The router w O ’ Xzz(t) 2 :
consult its label-forwarding database to determine i :

outgoing label. The packet will then be label switche w0 ’ X ® o

to the appropriate output interface based on the route (a)

scheduling mechanism for input TE queues, and I *{)

put into an appropriate output TE queue based on £ () > X,(0) €a,
outgoing label. Then the packet will be forwarded to th
next hop based on the router’s scheduling mechani:™ ® (b)
for output TE queues. Because tunnels are envisioned

for high priority and demanding traffic only, it is recomy,
mended TE queues assume scheduling priority over al
other non-TE queues.

ﬁ. 2. The analysis model

where for allj # n,
1. A NALYSIS AND SIMULATED PERFORMANCE j#

A. The system model o5 =cnl Y ks (5)
The delay a packet suffered from the time it enters k73

the input interface to the time it is transferred to thgnd r.(t) is the departure process of each queue j
destined output interface is determined by the scheduligptained while assuming the service rate;isThis GPS
policy of the switch fabric with input TE queues. Hergyroblem can be resolved using a fluid-flow model as
we only consider the process from the time packets enfgliows.

the output TE queue to the time they are forwarded Consider a system as shown in Figure 2(b) but with
to the next hOp We assume that each traffic SOUrg€service ratec and N independent genera| MMFP
can be modeled as a continuous-time Markov processyrces. Each source is characterized (by?), A()).

and analyze and simulate the system as a Generaliz@fn )/ and A of the aggregate source are
Processor Sharing (GPS) system [8].

Assume that each output maintaifé (output) TE M=MYaoM?Dqg...oMMD), (6)
gueues andy non-TE queues, as shown in Figure 2(a).
All TE queues have the same priority, which is higher and
than the priorities of non-TE queues,, 1 <n < N, is

the guaranteed service rate for TE queyend A=A A@ ... AL, 7)
€= n;N Cn- (1) The Kronecker sumd() of matricesA = [a;;],n, and

) _ B is defined as follows.
When all TE queues are empty, the residual service is

distributed to non-TE queues. Each queye&vith instant

rate r,(t), is modeled as a Markov Modulated Fluid a1 B B ... B
. . 11 a12 A1n

Process (MMFP) with state spacg,, rate matrixA,, an B awB - a0 B

s e s . e e s A®B= 21 22 2n (8)
and infinitesimal generatoh/,,. The buffer is infinite,
and X,,(t) is the occupancy of queue. For eac_h TE_ a1 B ayoB - B
gueue, we need to find out the overflow probability with
threshold. ACB=AGIy+1,©B. ©)

The exact analysis of the system in Figure 2(a) is
difficult. To simplify, queuen can be analyzed by a wherer,, andI, are the identity matrices of ordet

model shown in Figure 2(b) [8]. andn, respectively. Define state probabilities
ro(t) = (1), (2) Fo(z,t) = Prob(S(t) = s, X(t) < z,1).  (10)
rj = o;r;(t), 3) Then
and
G=cnt > 05, (4) If ()

d
o (A —cl) . = M f(x). (11)



TABLE | L
SOURCEPARAMETERS case(1), simulation —+— ]
) case(2), S|mulat|qn X
| [ o | 5[ r | Saselz) anaes o ]
Source 1] 0.4 1.0 1.2 RN ]
Source 2| 0.4 1.0| 1.0 >
Source 3| 1.0[ 1.0] 1.2 2
k=] 0.1 |
o
E
7
where! is an identity matrix(A — cI) = D is called
a drift matrix. If the number of aggregate source stateg 001
is L, then the result is of the following form &
@)=Y a®ies® (12) o]
i=1,L
. . . 0.001 L L L L
where z; and ¢; are eigenvalue-eigenvector pairs for 0 1 2 3 4 5
the matrix D—' M, anda; are coefficients. If an eigen- load

value is positive, the corresponding is zero. The
number of overload states is the same as the numbar 3. Tail distributions for case 1 and 2.
of negative eigenvalueg.(x) is obtained from the fol-

lowing boundary conditionf;(0) = 0 whenj € S, 1p . . —— .
. case(3), source 1, simulation —+—
where S is the set of overload states. case(s)(,s)source 2, simulation —x— 1
™ o N0 case(3), source 1, analysis ----&---
Therefore, the overflow probability, the probability RS Case(3), source 2, analysis o -
that the buffer occupancy exceeds the threshold B, is  %'f %
as follows. 7
) E 0.01 |
Py = ZProb(S =jX > B). 13) =
jeSs %?
This analytical method, with its low complexity, cang % ¢
be used for provisioning in real time. :

0.0001

B. Analysis and simulation results

Here we assume that there are three on-off sources, 10.05 | , , , ,
two for TE traffic and one for non-TE traffic. Three cases 0 1 2 3 4 5
are considered: load

(1) all traffic classes share one queue,

(2) all TE traffic shares one TE queue and non-TEY- 4 Tail distributions for case 3.
traffic goes to the non-TE queue, and

(3) each TE source traffic goes to its own TE queue
and non-TE traffic goes to the non-TE queue.

The source parameters are given in Table |, whereThe TE queue creation as described in this paper is
«a and S are the transition rates from off to on, ancg new concept to effectively couple the control plane
on to off, respectively;p is the input rate when theand the data plane for MPLS TE tunnels. The idea takes
source is on. The guaranteed service rate for sourcadvantage of the intelligent CSPF routing mechanism [9]
and source 2 are 0.7 and 0.4, respectively. The analy®sMPLS TE to enable QoS routing. It will save service
and simulation results of the overflow probability of TEproviders the task and cost of implementing a complex
traffic are shown in Figure 3 and 4. As we can see, witlandwidth broker Operation Support System to associate
the selected system parameters, using TE queue leadsllimved tunnel bandwidth and available queues in the
lower overflow probabilities for TE tunnel traffic, andnetwork at the time of provisioning. The mechanism
using multiple TE queues can further differentiate theill also ensure an IP network to deliver the stringent
service of TE tunnel traffic. QoS required to carry real time traffic such as VolP

IV. CONCLUSION
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