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Network Bandwidth Sharing for Transporting Rate-Adaptive
Packet Video Using Feedback *

Y. Thomas Hou" Shivendra S. Panwart

Abstract

This paper presents a framework for network band-
width sharing {o transport rate-adaptive packet video
using feedback. We show how a weight-based hand-
width sharing policy can be used to allocated network
bandwidth among competing video connections and
design a feedback control algorithm using the avail-
able bit rate (ABR) flow control mechanism. A novel
video source rate adaptation algorithm is introduced
to decouple a video source’s actual transmission rate
from the rate used for the protocol convergence, We
also demonstrate how an on-line minimum rate rene-
gotiation and weight adjustment mechanisms can be
employed to further enhance the flexibility of our feed-
back control protocol.

1 Introduction

The ABR protocol has heen recently shown to be
a viable feedhack control mechanism for transporting
rate-adaptive video {6, 7, 11]. A key performance is-
sue associated with using feedback to comtrol video
transmission is network bandwidth sharing among
competing video connections. Prior efforts such as
[5, 8, 9, 11] did not address this issue. In [6, 7], a
MCR-proportional max-min policy was proposed to
support rate-adaptive video. But it is not clear what
a distributed feedback control algorithm should be
employed to achieve such network bandwidth sharing
policy.

This paper presents a framework for network band-
width sharing for rate-adaptive video connections us-

ing an ABR-like feedback control.

We first present a generic weight-based bandwidth
sharing policy, also called Weight-Proportional Max-
Min {(WPMM) policy, to allocate network bandwidth
among video connections. Unlike [6, 7] where the
weight of a connection is its MCR, the weight associ-
ated with each connection in this paper is generic, i.e.,
decoupled (or independent) from its MCR.. To achieve
such policy in a distributed network, we design a feed-
back control algorithm employing ABR. mechanism.
We show that our algorithm provides guaranteed con-
vergence to WPMM policy among video connections
under any nefwork configuration.
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Our feedback control algorithm has the attractive
property that a source’s actual transmission rate can
be decoupled from the rate information used for the
convergence of flow control protocol. To take advan-
tage of this property. we present a novel video source
rate adaptation algorithm, which provides a smooth
(i.e. infrequent) encoder rate adjustment according
to its own time scale. We show that our video source
rate adaptation algorithm is able to adjust a video
source’s rate gracefully to poteniial available network
bandwidth without undergoing the undesirable fre-
quent fluctuations of feedback rate.

Another major contribution of this paper 1s that
we have demonstrated the feasibility of on-line dy-
namic renegotiation of sustainable rate (MCR) and
weight assignment. Such flexibility 1s particular im-
portant since the initial estimate of minimum rate
requirement (MCR) or weight may not be accurate
to reflect the actual need of a particular video con-
nection. Without such renegotiation mechanisms. an
accurate estimate of MCR. is essential to support min-
imum video quality. We show that by using on-line
minimum rate renegotiation and weight adjustment
mechanisms, each video connection can adapt to a
new sustainable bandwidth {MCR) or a new weight
assignment during the course of the connection.

The reminder of this paper is organized as follows.
Section 2 examines the ABR mechanism and shows
compelling motivations of using such mechanism to
transport rate-adaptive video. Section 3 presents the
weight-based bandwidth sharing policy. In Section 4,
we show an ABR algorithm to achieve such bandwidth
sharing policy. Section 5 presents a video source rate
adaptation algorithm. In Section 6, we demonstrate
an on-line MCR renegotiation and weight adjustment
mechanism. Section 7 concludes this paper.

2 Supporting Rate-Adaptive Video
Using an ABR-Like Mechanism

The ABR mechanism allows a source end system to
adjust its information transfer rate based on the band-
width availability in the network [1]. A generic ABR
flow control mechanism for a connection is shown in
Fig. 1. Despite the somewhat complex specifications
for ABR in [1], the basic idea for ABR is, in fact,
quite simple. Basically, ABR employs the coopera-
tion between the sources and the network through
the following two key components: 1) Information
exchange: Special control packets {or Resource Man-
agement (RM)) cells are used to exchange informa-
fion between the sources and the network; and 2)
Source rate adaptation: A source adjusts its traps
misgsion rate based on the feedback information in the
returning RM cells.
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Figure 1: ABR mechanism.

For the video sources considered in this paper,
we assume that each video employs adaptive, multi-
layered encoding combined with feedback-based rate
control mechanism and can let its encoder match the
explicit feedback rate in the returning RM cell. The
adaptive multi-layered encoding divides the real-time
video stream into high and low priority streams, and
the feedback mechanism control the output rates of
each of these streams to account for the congestion
state of the network. The high priority cell rate can
be adjusted to approximate to the amount of some
guaranteed minimum bandwidth through reservation,
while the low priority cell rate is adjusted to make use
of any additional unguaranteed (or available) band-
width. The control of the overall output rate of the
video encoder requires the adjustment of the encoder’s
guantization (or coarseness) parameters.

When used to transport such video traffic in an in-
tegrated services network, an ABR-like flow control
mechanism combines the best features of CBR and
VBR traffic control without their major drawbacks.
The admission control can make resource reserva-
tion for the lowest acceptable quality of service for
video. In particular, the MCR concept in ABR comes
naturally to provide such CBR-like service to ensure
minimum video transmission and presentation qual-
ity. With feedback, the video encoder can still adjust
its transmission rate by modulating the quantization
level to aggressively adapt to any additional available
bandwidth from the network through the explicit rate
information in the returning RM cell. This is much
simpler than having to make a prior assumption about
the traffic statistics that a video source may have.

3 . A Bandwidth Sharing Policy

Since there are many video connections in a net-
work, each trying to exploit additional available band-
“width, ensuring fairness in bandwidth sharing is a
challenging problem. This is due to the fact that a
feedback-based control is distributed in nature and
does not have a global view of the network. Therefore,
when we design a feedback control algorithm, it is fun-
damental that such algorithm can achieve some rate
allocation policy objective. In this section, we show
how a particular network bandwidth sharing policy
can be used for transporting rate-adaptive compressed
video. This policy guarantees each video connection
the required bandwidth for minimal acceptable pre-
sentation quality. At the same time, it efficiently
and fairly allocates the remaining network bandwidth
among video connections to further enhance their pre-
sentation quality.

In our model, a network A is characterized by in-
terconnecting switches with a set of links £. Let C}
be the capacity of link £ € £. A set of video connec-
tions § are supported by the network and share the
network bandwidth. Each connection s € & traverses
one or more links in £ and is allocated a specific rate.
Let &; denote the set of connections traversing link £
and MCR; and PCR, be the minimmum required rate
and peak rate constraint (usually imposed by the end
system’s port aceess speed) for each video connection
s € 8, In our policy, once a video connection 1s ad-
mitted into the network, its minimum rate (MCR) is
always guaranteed. For feasibility, we must have

> MCR, £ C; forevery £€ L. (1)
5 €8,

This criterion is used by admission control at call
setup time to determine whether or not to accept a
new video connection,

Trom Eq. (1), we see that there may be excessive
bandwidth available on link £ € £ after first allocat-
ing each connection with its sustainable bandwidth
(MCR). We employ the following policy to allocate
the remaining network bandwidth. We let each con-
nection s € S be associated with a weight (or priority)
w,. Such weight, is set by each user at call set up time.
The remaining network bandwidth is allocated by us-
ing the weighted version of the max-min policy based
on each connection’s weight. The final bandwidth al-
located to each connection is its minimum rate plus
an additional “weighted” max-min share. The follow-
ing I?Igorithm shows how this rate allocation policy
WOTKS.

Algorithin 1  Weight-Based Rate Allocation
1. Start the rate allocation of each connection with
its minimum rate (MCR).

2. Incresse the rate of each connection with an
increment proportional to its weight uniil ei-
ther some link becomes saturated or some con-
nection reaches its peak rate constraint (PCR),
whichever comes first.

3. Remove those connections that either traverse
saturated links or have reached their PCRs and
the capacity associated with such connections
from the network,

4. If there is no connection left, the algorithm ter-
minates; othetrwise, go back to Step 2 for the re-
maining connections and remaining network ca-
pacity. O

Note that the weight of each connection is de-
coupled (i.e. independent) from its minimuin rate.
This adds considerable more flexibility than a MCR-
proportional max-min policy used in [6]. We use
the lfollowing example to illustrate how Algorithin 1
works.

A Three-Node Network

In this network (Fig. 2), there are four video con-
nections and the output port links of SW1 (Link 12)

Example 1
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Table 1: Minimum rate requivement, peak rate constraint, weight, and weight-based rate allocation for each

connection in the three-node network.

VCI | MCR (Mbps) | PCR (Mbps) | Weight | Rate Allocation {Mbps}
Vel 0.5 7.5 1 1.3
VG2 1.5 9.0 3 4.5
VC3 2.0 4.0 ! 4.0
V4 1.0 10.0 2 8.5

Table 2: Iterations of rate allocation for each connection in the three-node network.

VC{(MCR. PCR){in Mbps), W} Remaining Capacity (Mbps)
Tterations Vil V{2 VC3 VC4 Link 12 Link 23
{0.5, 7.5), 1} | {(1.5, 9.0}, 3} | {(2.0, 4.0), 4} | {(1.0, 10.0), 2}
initialization 0.5 1.5 1.0 6.0 8.5
Ist 1.0 3.0 [1.0] 2.0 2.0 7.0
nd [15] [4.5] 3.0 0 5.5
3rd [85] 0

i
|
SW3 'L—> ey

= vy

.

Figure 2: A three-node network configuration.

and SW2 (Link 23) are potential bottleneck links for
these connections. Assuming the capacity of Link12
and Link23 are 10 Mbps, and the minimum band-
width reguirement, peak bandwidth constraint, and
weight for each connection are listed in Table 1. Ta-
ble 2 shows the iterations of using Algorithm 1 to
achieve our network bandwidth sharing policy. 0

Also shown in the above examples is that the
welght proportional rule is used only during the inter-
mediate steps in Algorithm 1 and the the final band-
width allocated to each connection, after offsetted by
its minimuIn rate, may not necessarily be proportional
to its weight. A connection that traversing more hops
{or bottleneck links) usnally gets smaller proportion of
bandwidth (with respect to its weight) than a connec-
tion with the same weight going through fewer num-
ber of hops. Another point worth mentioning is that
only the MCR, portion is intended to provide a CBR-
like rate service and any additional bandwidth shar-
ing from the remaining network bandwidth based on
each connection’s weight is unguaranteed since they
may be taken by a newly joined video connection with
some minimum rate requirernent.

4 Feedback Control Algorithm

In this section, we show how an ABR-like flow con-
trol algorithm can be designed to achieve the weight-
based bandwidth sharing policy for rate-adaptive
video service. We first specify each connection’s
source and destination behaviors [1].

Algorithm 2 End System Behavior

e Source Behavior:!
The source starts with ACR := ICR, ICR >
MCR;
YFor every N, transmitted data cells, the source
gends a forward RM{CCR, MCR, ER, W) cell
with its fields initialized with CCR := ACR;
MCR = MCR; ER :=PCR; W :=W;
Upon the receipt of a backward RM(CCR. MCR,
ER, W) cell from the destination, the ACR at the
source is adjusted to. ACR := ER.

e Destination Behavior: The destination end
system of a connection returns every RM cell
back towards the source upon recelving it. O

Now we present the switch algorithm used in the
network, which calculates the rate allocation for each
connection. The following are the link parameters and
variables used by our switch algorithm.
ng: Number of connections in &, i.e., ng = 18], £ € L.
r;: CCR value of connection i &€ §; at link {£.
by Bit used to mark connection i € S at link £.
b, = 1 if connection i € &; is marked at link £ or 9
otherwise,

My Set of connections marked at link /£, 1e.
Mg ={i|i €& and b = 1}

Us: Set of connections unmarked at link £, ie.
Uy = {i]i € S and b, = 0}, and M, UL, = 8.

per A variable at link £ used to facilitate rate calcu-
lation, which is calculated as follows.

Algorithm 3 p; Calculation
if ng = 0 then py == oc;

! We use some unspecified field in the RM cell to carry the
connection’s weight.
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else if ny = | M| then
e = Co =3 ies. T + max ri — MCR? :
22‘&3[ Wy (ES; W;
else
s 1= (Ce — Ties, MCR') = 3 0y, (rf — MCRY)
2ieu, Wi
(]

The following algorithm specifies our switch behav-
ior at each output port, with the following initializa-
tions: S =®; ng = 0; and py =

Algorithm 4  Switch Behavior

Upon the receipt of a forward RM{CCR, MCR, ER, W)

cell from the source of connection # {
if RM cell signals connection termination?{
Se= 8 —{i}; ng=ng—1;
table update();

if RM cell signais connection initiation {

Se=8 Ui ne =g+ 1
r; == CCR; MCR':= MCR; w;:=W;
b, =0
table_update();
else {
7y = CCR;
if (ﬁ——l\gﬁ < ptg) then b == 1;

table_up date()

Forward RM(CCR, MCR, ER, W) towards its
destination;

Upon receiving a backward RM(CCR, MCR, ER, W)

cell from the destination of connection ¢ { '
ER = max{min{ER, (g -w; + MCR")}, MCR'};
Forward RM(CCR, MCR, ER, W) towards its
source;

table_update()

{

rate_calculation.l: use Algorithm 3 to calculate p};
Unmark any marked connection ¢ € & at link £

with Z=MCR > g
rate_ calcu]atlon_? use Algorithm 3 to calculate g
if (e < pf), then {

Unmark any marked connection ¢ € & at

link £ with _I‘f—CRﬁ > e
rate_calculation_3: use Algorithm 3 to

calculate p; again;

} O

2This information is conveyed through some unspecified bits
in the RM cell, which can be set either at the source or the UNI.

As shown in the above end systems and switch algo-
rithms, each source is allowed to transmit at a rate of
ACR and adjust its ACR to the ER rate upon receiv-
ing returning RM cell. The CCR field in the forward
RM cell (set to ACR at source) informs the switch
along its traversing path about the connection’s cur-
rent rate. The variable yy at link £ € £ estimates
MCR-offsetted and weight-normalized max-min rate.
The switches maintains a table at each output port
to record all the traversing connections and their rate
information. The set of connections are considered
“un-conforming” (denoted by set U, at link £) if their

last seen CCR satisfies CCR-MCR > pip. Similarly,

h CC—R"S‘P/I—GE < pe are said to be

“conforming” (denoted by set M, at link £) and are
therefore marked with the b bit (set to 1). The con-
nections in the conforming set are assumed satisfying
our rate allocation while those in the un-conforming
set are still under tramsient iterations. During the
iteration process, affer each time py is updated, a
connection previously belonging to M, may be un-
marked and become a connection in . It has been
shown that eventually all connections in the network
become conforming and satisfy our bandwidth sharing
policy [2].

connections wit

Simulation Results

We use some simulation results to show the conver-
gence property of our algorithm. For the networks in
the simulation, all ATM switches are assumed to have
output port buffering with sufficient internal switch-
ing capacity for the aggregate rates of all input ports.
Each output port employs the simple first-in-first-out
(FIFO) queuing discipline for all cells destined to that
port. We assummne the internal switching delay for a cell
from an input port to an output port is 4 us (does
not include the queuing delay at the output port). In
consistent with the link capacity used in the exam-
ples in Section 3, we set C¢ = 10 Mbps at every link
£ € £ for explicit rate calculation (Algorithm 4). In
actual simulation, we set the link capacity to 10.526
(= 7 o) Mbps a.nd a target link utilization of 0.95,

e, Cr = 7 95 x 0.95 = 10. By setting a target link
utlhzatlon strictly less than 1, we ensure that the po-
tential buffer build up during 'transient period will be
eventually emptied upon algorithm convergence, The
distance from an end system (source or destination)
to the switch is 1 kilometer and the link distance be-
tween switches is 1000 kilometer {corresponding to a
wide area network). We assume the propagatlon delay
is b ps per kilometer.

At a source side, we set the initial transmlssmn rate
(i.e. ICR) to be the same as the minimum required
rate (MCR) for the video. N, is set to 32 for all
video connections.

A Peer-to-Peer Network

For this network (Fig. 3), there are three connec-
tions going to the same output port of SW1. The min-
imum rate requirement, peak rate constraint, weight,
and rate allocation for each connection are listed in
Table 3.

Figure 4 shows the ACR at source for VCI1, VC2,
and VC3, respectively. Each connection starts with
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Table 3: Minimum rate requirement, peak rate constraint, weight, and weight-based rate allocation for each
connection in the peer-to-peer network.

VCI | MCR (Mbps) | PCR (Mbps) | Weight | Rate Allocation (Mbps)
V(1 1.5 10.0 1 4.0
V(2 1.0 3.0 1 3.0
VO3 0.5 5.0 1 3.0
10.0 —_— —
veCl1 vel b T - vea o
ver sW1 Link 12 Sw2 vea so- 1 | -
vea vea 7.0 o -
g 8.0 - T -
£ S0 [ = -
e - : - e
Figure 3: A peer-to-peer network. g —J VEs )
3.0 - -
8.0 2.0 - ved ;
10 —J ,h_ -
ver ] 002 a0 en 80 ioo 120 T4
Time (ms)

Cell Rate (Mops)

o " 20 TTas T a0 )
Time {ms}

100

Figure 4: The ACR of all connections for the peer-to-
peer network configuration.

its minimum rate. The first RM cell of each connec-
tion returns to its source after one round trip time
(RTT), or 10 ms. After a few iterations, we see
that the cell rate of each connection converges to the
rate listed in Table 3. Also, we find that during the
course of iterations, the ACR of each connection is
bounded between its minimum rate and peak rate,
i.e., MCR < ACR < PCR.

The Three-Node Network

For this network (Fig. 2), there are four connec-
tions and the output port hinks of SW1 (Link12) and
SW2 (Link23) are potential bottleneck links. The
minimum required rate, peak rate constraint, weight,
and rate allocation for each connection are listed in
Table 1.

Figure 5 shows the ACR of each connection un-
der our feedback control algorithm. Again, each con-
nection starts with its minimum rate. The ACR of
each connection is always bounded between its MCR
and PCR during the course of the connection. Upon
convergence, the rate allocation for each connection
matches 1ts rate listed in Table 1.

A Parking Lot Network

Fig. 6 shows a parking lot configuration, where con-
nections VC1 and VC2 start from the first switch and
go to the last switch; and counections VC3 and VC4

Figure 5 The ACR of all connections for the three-
node network configuration.

Link 12

vl vez

Link 23 Link 34 I Ve
I !
swi sw2 | L osws swa
ve2 : ; H
h ) 3
!

I

i vea — = vea
i

Figure 6. A parking lot network.

start from SW2 and SW3, respectively, and terminate
at the last switch.

Table 4 lists the minimum rate requirement, peak
rate constraint, weight, and our rate allocation under
Algorithm 1 for each connection.

Figure 7 shows the ACR of each connection under
our feedback control algorithm. Again, each connec-
tion’s rate starts to transmit at MCR and converges
to the optimal rates listed in Table 4.

Gell Rate (Mbps}

R S —
140 160 180 200

N
120

100
Tirne (ms)

Figure 7: The ACR of all connections for the parking
lot network configuration.
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Table 4: Minimum rate requirement, peak rate constraint, weight, and weight-based rate allocation for each

connection under the parking lot network.

VCI | MCR (Mbps) | POR (Mbps) | Weight | Rate Allocation (Mbps)
VC1 1.5 3.5 4 2.543
VC2 1.0 2.0 2 1.522
VC3 1.0 5.0 8 3.087
V4 0.5 5.0 9 2.848

5 Video Source Rate Adaptation Al-
gorithm

A problem associated with our ABR-like feedback
control algorithm is that during the transient conver-
gence period when the algorithm is attempting to con-
verge to the final rate allocation, the ER value in the
returning RM cells is continually changing. Since the
ACR, of a source is adjusted to ER immediately upon
receiving a returning RM cell (see Algorithm 2), ACR
for the source is also contipually changing. For exam-
ple, in the simulation results in Figs. 4, 5, and par-
ticularly in Fig. 7, the ACR variable of a connection
keeps undergoing fluctuations during the convergence
period. Such transient fluctuation of ACR is unde-
sirable since the video encoder’s quantization adjust-
ment period may not be able to follow such frequent
variations of ER value in the returning RM cells. Also,
the rapid fluctuations of the video coding rate may
adversely impact the video quality.

In this section, we present a novel video source rate
adaptation algorithm that separates a source’s actual
transmission rate from its ACR variable. It is both
simple to implement and effective to adapt to the fi-
nal optimal bandwidth share. Our video source rate
adaptation algorithm is based on the following funda-
mental property of our feedback control algorithm.

Note that in our source algorithm (Algorithm 2),
the ACR of a source is adjusted immediately upon
receiving a returning RM cell. A closer look at the
mechanics of our switch algorithm (Algorithm 4) re-
veals that the ACR variable at a source (recorded as
CCR in the forward RM cell) is used as a variable
solely for the purpose of distributed protocol conver-
gence iterations and a source’s true transmission rate
does not affect the convergence property. That is, a
source’s true transmission rate does not have to be
identical to its ACR at all time. For example, as
long as a source’s true trapsmisston rate is between
its MCR and ACR, the overall feedback control pro-
tocol can still operate properly (i.e. the ACR for each
connection will converge to our optimal rate alloca-
tion). Such decoupling property is a consequence of
our special design of switch algorithm where a table is
used to keep track of the traversing connections and
their rate information, and the fact that a source’s
true transmission rate does not play any role in the
ER calculation. Feedback control algorithms such as
[3, 4, 6, 10] are unable to offer such rate decoupling
property since a source’s true transmission rate is used
wm ER calculation.

We propose the following simple source rate adap-
tation algorithm for each video, which utilizes our

unique rate decoupling property in our feedback con-
trol algorithm. Instead of setting a video source’s
actual transmission rate directly to its ACR, we in-
troduce a new parameter at the source, called True
Cell Rate (TCR), to decouple the direct relationship
between ‘a source’s actual transmission rate and the
ACR variable. The TCR will be the frue transmis-
sion rate of a video source and the ACR will only
be used as a reference variable by the source for the
convergence of flow control protocol. A source keeps
updating its ACR upon recerving each returning RM
cell but only adjusts its transmission rate (i.e. TCR)
at a time interval, say I, which can be set flexibly
according to each source encoder’s physical property.
This is achieved by keeping a local clock at the source
as a time reference and use a variable called Rate
Adjustment Time {(RAT) as a reminder for the next
time point that a source should adjust its transmission
rate. The details of a video source’s rate adaptation
algorithm is given in Algorithm 5.

Algorithm 5 Video Source Rate Adaptation
¢ Initially, the source starts to transmit at

ACR := ICR with ICR > MCR and sets
RAT = time + I.

e For every N, transmitted data cells, the source
sends a forward RM(CCR, MCR, ER, W) cell
with its fields initialized with CCR := ACR;
MCR := MCR,; ER := PCR; W :=W.

¢ Upon the receipt of a backward RM(CCR, MCR,
ER, W) cell from the destination
ACR, := ER;
if (time > RAT) {
TCR = ACR,;
RAT := RAT + T;
} O

Note that the rate adjustment interval I is a local
parameter that can be set by each source’s encoder
based on its physical property. Thus, each source may
have different time interval I for its rate adjustment,.

1t should be clear that by using such source rate
adaptation algorithm and the switch algorithm gAlgo—
rithm 4), our feedback control algorithm will still con-
verge to the final weight-based rate allocation. The
only difference is that the convergence time may be
different under the new source algorithm.

To demonstrate the performance of our new source
algorithm, we rerun the simulations in the last section.
Each video source is assumed to have a frame rate of
30 frames/sec, or 33.33 ms per frame.
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Figure 8: The TCR of all video connections for the
peer-to-peer network configuration.
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Figure 9: The TCR of all video connections for the
three-node network configuration.

Figure 8 shows the source’s true fransmission rate
(i.e. TCR) of each connection for the peer-to-peer
network (see Fig. 3 and Table 3). With the source
rate adjustment interval set to [ = fa = 100 ms
(or 3 frames) for sources 1 and 2, and /z = 133.33
ms (or 4 frames) for source 3. That is, sources 1
and 2 adjusts their transmission rate every 3 frames
while source 3 adjusts its rate every 4 frames. The
simulation for ACR parameter for each connection is
identical to those shown in Fig. 4. Comparing Fig. §
with Fig. 4, we find that our video source rate adap-
tation algorithm shields effeciively the source™s rate
adjustment from the undesirable ACR rate fluctua-
tions during iterations while retaining the ability to
adapt to the same optimal rate upon convergence.

Figure 9 shows the TCR of each connection for
the three-node network (see Fig. 2 and Table 1). The
source rate adjustment intervals are I} = I, = 100 ms
(or 3 frames) for sources 1 and 2. and I3 = I; = 133.33
ms (or 4 frames) for sources 3 and 4. The ACR simula-
tion of each connection is identical to the those shown
in Fig. 5. Again, we find that under our new source
rate adaptation algorithm, each video is able to adapt
smoothly to its final optimal rate without undergoing
the frequent ACR fluctuations during convergence pe-
riod.

Figure 10 shows the simulation results of TCR for
each connection in the parking lot network (see Fig. 6
and Table 4). The source rate adjustment intervals
are Iy = Iy = 100 ms (or 3 frames) for sources 1 and

z 0 vea  vGa -

E ¢

= / N

£ a0 - S a—— -

o VG

8 2.0 -

| _______ VC_? .
1.0 -
0o - B S
4] 50 100 1650 200 250 300
Time (ms)

Figure 10: The TCR of all video connections for the
parking lot network configuration.

2, I3 = 133.33 ms [or 4 frames) for source 3, and
Iy = 200 ms (or 6 frames) for source 4. The ACR
for all connections in this simulation are identical to
those shown in Fig, 7. Again, under our new source
rate adaptation algorithm, the transmission rate of
each connection adapts smoothly to its final optimal
bandwidth share without undergoing undesirable rate
fluctuations as shown in Fig. 7.

In Algorithm 3, a source’s rate adaptation interval
I 1s a constant set by its encoder. Such fixed tim-
ing requiremnent may be further relaxed in our over-
all feedback control algorithm. That is, each source
may adjust its rate at a variable time interval I. One
of the significant benefits by using variable time in-
terval for rate adjustment is that we can adjust the
encoder’s rate as soon as possible if the returning ER
value is less than the current TCR. This will help to
reduce network buffer requirements and alleviate net-
work congestion substantially during transient period.

6 Dynamic MCR Renegotiation and
Weight Adjustment Mechanisms

In our feedback control algorithm, each connection
relies on MCR guarantee to support minimum video
quality and a weight to share any excessive network
bandwidth beyond its minimum rate. We have been
implicitly assuming that each connection has prior
knowledge of such requirements. However, it is some-
times difficult for each connection to have an accurate
estimate of its minimum required rate, let alone to
specify how much weight to be requested. Therefore,
it will be very useful that a user can renegotiate its
MCR or adjust its weight should the user feels nec-
essary. This section demonstrates such capability in
our feedback control algorithm.

6.1 MCR Renegotiation

Our feedback control algorithm is able to provide
MCR renegotiation. The only criterion that needs to
be checked is thai the sum of the new set of MCRs
cannot exceed the link’s capacity on any link it tra-
verses (see Eq. (1)). If Eq. (1) is satisfied, then the
newly negotiated minimum rate may be granted, oth-
erwise, the request is rejected.

It should be clear that each time when a connection

changes its minimum rate, the optimal rate allocation
for all connections in the network will change under
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Table 5: Weight-based rate allocation for each connection in the peer-to-peer network before and after VO3 has

renegotiated a new MCR.

VCI | MCR (Mbps) | PCR (Mbps) | Weight | Rate Allocation (Mbps)
before | after before after
V1 1.5 1.5 10.0 i - 4.0 3.0
V2 1.0 1.0 3.0 1 3.0 2.5
VO3 0.5 3.0 5.0 1 3.0 4.5 L
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Figure 11; The TCR of all video connections for the
peer-to-peer network configuration. VC3 has renego-
tiated a new MCR requirement.

Algorithm 1. We claim that our distributed feedback
control algorithm is able to reiterate and converge to
_ such new optimal rate allocation for all connections.
This is because the convergence property of our switch
behavior is independent from MCR renegotiation.

As an example, for the peer-to-peer network shown
in Fig. 3, Table 3 shows the minimum rate, peak rate,
weight, and optimal rate allocation for each connec-
tion. Qur feedback control algorithm is shown to con-
verge to the optimal raie allocation in Table 3 for
each connection (see Fig. 4). Table 5 shows the the
rate allocation for each connection when the minimum
rate for VC3 is changed from 0.5 Mbps to 3.0 Mbps.
The simulation results of our distributed algorithm
before VC3’s MCR change has been shown in Fig. 4.
In Fig. 11, we continue the same simulation run in
Fig. 4 and at time ¢ = 300 ms, we change VC3’s MCR
requirement from 0.5 Mbps to 3.0 Mbps. At time
t = 400ms, VC1 and VC2 adapt to their new band-
width of 3.0 Mbps and 2.5 Mbps, respectively (since
It = I, = 100ms); at ¢ = 433.33ms, VC3 adapts to its
new optimal rate of 4.5 Mbps (since 7 = 133.33ms).
The new rate allocation for each connection by our
feedback control algorithm match the optimal rates
listed in Table 5.

6.2 Weight Adjustment

Unlike MCR, renegotiation, where a connection’s
MCR adjustment may be denied if such negotiation
viclates Fq. (1), the adjustment of a connection’s
weight is always achievable. This is because the mini-
mum rate of a connection corresponds to a gnaranteed
rate and offers a CBR-like service, while the weight
of a connection is used to share any unguaranteed

Time (ms)

Figure 12: The TCR of all video connections for the
three-node network configuration. VC1 changed its
weight from 0.5 to 4.0.

(or avatlable) network bandwidth in addition to its
minimum rate, Similar to the case in MCR renegotia-
tion, once a connection adjusts its weight, the optimal
bandwidth allocation for all connections will change
under Algorithm 1. Again, our feedback control al-
gorithm is able to converge to the new optimal rate
vector through distributed iterations.

As an example, for the three-node network (Fig. 2),
with minimum rate and peak rate for each connection
being the same as those listed in Table 1, Table 6
shows the optimal rate allocation (under Algorithm 1)
for each connection before and after the weight of VC1
is adjusted from 0.5 to 4.0. Figure 12 continues the
same simulation run in Fig. 8 and at time ¢ = 300 ms,
the weight of VCI is adjusted from 0.5 to 4.0 in its
forward RM cells. . At time ¢ = 400 ms, the rates for
VC1 and VC2 have adapted to their new optimal rates
of 3.7 Mbps and 2.7 Mbps, respectively (since I} =
I, = 100 ms); and at ¢ = 433.33 ms, the rates of VC3
and V(4 have also each adapted to their optimal rates
of 3.6 Mbps and 6.3 Mbps (since Iy = I4 = 133.33
ms). Comparing with those rates listed in Table 6,
we have demonstrated that our distributed feedback
control algorithm is able to adapt to the new optimal
rate vector under weight adjustment of a connection.

7 Concluding Remarks

The ABR flow control mechanism offers attractive
features for transporting rate-adaptive video. Such
feedback control keeps the stmplicity of admission
control for CBR to guarantee the minimum video
quality and exploits any available network bandwidth
through feedback. This paper sets up a framework
for network bandwidth sharing among rafe-adaptive
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Table 6: Weight-based rate allocation for each connection in the three-node network after VC1 changes its

welght.
VCT | MCR (Mbps) | PCR (Mbps) Weight Rate Allocation {Mbps)
before | after | before after
V(1 0.5 7.5 0.5 4.0 1.5 3.7
VC2 1.5 9.0 1.5 1.5 4.5 2.7
Vi3 2.0 4.0 2.0 2.0 4.0 3.6
VQ4 1.0 10.0 1.0 1.0 8.5 6.3
video using the ABR-like feedback control. The main [7] P. P. Mishra, “Fair Bandwidth Sharing for Video

contributions in this paper are listed as follows. We
showed how a weight-based network bandwidth shar-
ing policy can be used for video connections and
presented an ABR-like feedback control algorithm to
achieve this policy in a distributed network. Our feed-
back control algorithm is designed with the unique
property that a source’s actual transmission rate can
be decoupled from the ACR variable used for protocol
convergence. By taking advantage of such property,
we proposed a novel source rate adaptation algorithm
and demonstrated that our overall feedback control
algorithm 1s capable to converge smoothly to the fi-
nal optimal rates without frequent fluctuations during
transient period. Furthermore, we showed how sim-
ple MCR renegotiation and weight adjustment mech-
anisms can he employed to further enhance our dis-
tributed fiow control algorithm for video traffic.
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